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ABSTRACT

BRIAN ZINSER. High-order integral equations for electromagnetic problems in
layered media with applications in biology and solar cells. (Under the direction of

DR. WEI CAI)

We present two distinct mathematical models where high-order integral equations

are applied to electromagnetic problems. The first problem is to find the electric

potential in and around ion channels and Janus particles. The second problem is to

find the electromagnetic scattering caused by a set of simple geometric objects.

In biology, we consider two types of inhomogeneities: the first one is a simple model

of an ion channel which consists of a finite height cylindrical cavity embedded in a

layered electrolytes/membrane environment, and the second one is a Janus particle

made of two different semi-spherical dielectric materials. A boundary element method

(BEM) for the Poisson-Boltzmann equation based on Müller’s hyper-singular second

kind integral equation formulation is used to accurately compute electrostatic poten-

tials. The proposed BEM gives O(1) condition numbers and we show that the second

order basis converges faster and is more accurate than the first order basis.

For solar cells, we develop a Nyström volume integral equation (VIE) method for

calculating the electromagnetic scattering according to the Maxwell equations. The

Cauchy principal values (CPVs) that arise from the VIE are computed using a fi-

nite size exclusion volume with explicit correction integrals. Outside the exclusion,

the hyper-singular integrals are computed using an interpolated quadrature formulae

with tensor-product quadrature nodes. We considered cubes, rectangles, cylinders,

spheres, and ellipsoids. As the new quadrature weights are pre-calculated and tab-
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ulated, the integrals are calculated efficiently at runtime. Simulations with many

scatterers demonstrate the efficiency of the interpolated quadrature formulae. We

also demonstrate that the resulting VIE has high accuracy and p-convergence.
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CHAPTER 1: INTRODUCTION

1.1 Motivation

Deriving and implementing models of electromagnetic problems is a multi-faceted

problem. Speaking very generally, physics presents an equation that models a situa-

tion, mathematics provides the frameworks to derive a set of equations that can be

solved to describe the situation, and computer science provides the tools required to

solve the set of equations with the necessary level of granularity and accuracy. While

this dissertation focuses on the role mathematics plays in describing the situation

of interest, its purpose is broader insofar as is necessary to design accurate, useful

models of the electrostatics in and around ion channels and Janus particles, and of

the electromagnetic wave scattering of solar cells.

Moreover, partial differential equations model many physical phenomena, but ob-

taining a highly-accurate solution to them can often be difficult. Our approach in-

volves finding the Green’s function that is the fundamental solution to the partial

differential equation in question. This approach results in a system of integral equa-

tions that can be solved for the unknown quantity in the partial differential equation.

The Green’s function’s singular nature requires that it be given special attention when

formulating high-order integral equations and the corresponding numerical method.

My dissertation presents several ways to handle the Green’s function’s singular kernel
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in the context of applications in biology and solar cells.

1.2 Modeling Electrostatics

Electrostatic interactions are recognized as important and dominant forces in var-

ious applications, including protein folding, stability of biomolecules, other biological

processes, colloidal material sciences, and engineering devices such as nanoelectronics

and near field optics [6]. In many of these applications, we are faced with a difficult

task of finding the electrostatic fields in the presence of inhomogeneous media and/or

layered structures. For instance, for ion transport through a biological membrane, the

dynamics of the ions are closely related to the electrostatic forces of the permanent

charges in the residues of ion proteins and the surrounding layered dielectric envi-

ronment. In the application of drug designs, a drug molecule’s binding with a virus

protein depends greatly on the complicated geometry and the electrostatic potential

distribution of the former. On the other hand, for the study of colloidal media involv-

ing Janus particles [40], the inhomogeneous polarization of the particles can be the

key to creating novel electric, magnetic, and self-assembling phenomena for various

engineering applications.

Finding the electrostatic potential in non-homogeneous media requires the solutions

of the Poisson and/or Poisson-Boltzmann equation if ionic materials are involved [16].

There are two basic approaches in obtaining the solutions, either by analytic methods,

such as image charge methods [7] [43] or generalized Born approximations [35], or

by grid-based numerical methods [6]. While the former is easy to implement and

computationally less intensive, it does not produce a high-accuracy solution when
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modeling an ion channel [23]. The latter consists of finite difference, finite element

methods, and by BEMs based on boundary integral equations. The BEMs reduce

the solution domain to lower dimensional manifolds, provided a Green’s function is

available as in the cases of homogeneous or layered background materials wherein

some isolated inhomogeneities such as a Janus particle or an ion channel may be

embedded.

In this dissertation, we will present a hypersingular integral equation which gives

a well-conditioned second kind integral equation formulation. The Green’s function

corresponding to the PB equation contains a weak singularity of O(|r− r′|). The hy-

persingularity in the integral equations results from taking the second normal deriva-

tive of the Green’s function is used, which is O(|r − r′|3). We employ a singularity

subtraction technique due to Müller [28] and Rokhlin [33], and the hypersingularities

in the integral operators from adjacent dielectric materials are canceled out and the

final integral equations only contain a weakly singular integrand, ready to be treated

by a simple local polar coordinate transform. This technique is especially significant

because it allows for the hypersingularity to be reduced analytically before the sys-

tem of integral equations is translated into computer code. At most, the computer

code that implements the resulting numerical scheme deals with weakly-singular func-

tions. Other subtraction techniques often require the difference to be calculated by

the computer code, which can cause significant rounded error.
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1.3 Modeling Electromagnetic Wave Scattering

Electromagnetic wave scattering depends largely on complex microstructures, which

in turn affects the efficiency of various devices like solar cells. The interface between a

dielectric and a conductor gives rise to electromagnetic excitations known as surface

plasmon polaritons, which can be modeled by the wave form of Maxwell’s equa-

tions [27]. Surface plasmons intensify the transmission of electromagnetic energy[3].

Moreover, the transmission factor is a function of the microstructure meaning that a

small amount of roughness on the order of a few angstroms affects how well a solar

cell absorbs light energy [31]. Further applications exist in modeling meta-materials,

super-resolution imaging devices, and Raman scattering [30][19][32]. For the required

amount of detail to be achieved, a mathematical model must produce accurate results

in a very efficient manner.

We will model the time harmonic Maxwell equations via a Nyström volume integral

equation (VIE) method for a set of scatterers. The volume of interest for the VIEs will

coincide with the scatterers while the remaining region will be treated implicitly as a

dielectrically homogeneous or layered background. The integral equation is a second

kind Fredholm integral equation that satisfies the Silver-Müller radiation conditions

at infinity [6].

For the model of the solar cells, the electric field must be obtained from Maxwell’s

equations. The Green’s function for the vector form of Maxwell’s equations contains

a hyper-singularity of O(|r − r′|3). A two-fold approach is proposed to handle the

singularity accurately and efficiently. First, a sphere of some small radius is excluded
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from the singularity and a special integration technique is proposed for efficiently

calculating the integral outside of the excluded sphere. The integration technique

relies on integrating a set of basis functions against the singular kernel; the results

can be used as weights in a new quadrature rule corresponding to the sample points

of the basis functions. When the integral equation is solved, the new quadrature rule

is used and the accuracy obtained when integrating the basis functions against the

singular kernel is preserved even though the computation time is greatly reduced.

Second, when a high-accuracy result is desired, some correction terms are added to

account for integrals over the sphere. However, if the sphere’s radius is sufficiently

small and the integration of the basis functions against the singular kernel is accurate

enough, the correction terms are not necessary and the integral of the hyper-singular

function is calculated very quickly.

1.4 Layout of the Dissertation

This dissertation is laid out as follows: Chapter 2 introduces the Poisson-Boltzmann

equation and presents models of ion channels and Janus particles based on it. Special

attention given to the Green’s function results in a boundary integral equation (BIE)

in which all singular integrands have been made regular through the use of polar

coordinates. Chapter 3 introduces a novel quadrature rule for calculating the Cauchy

principle value of singular integrals in three dimensions. This quadrature rule is valid

for any singular integral whose numerator is smooth enough to interpolate accurately.

Chapter 4 introduces the vector wave equation for Maxwell’s equations along with

its integral representation. The quadrature rule from Chapter 3 is used to calculate
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the Cauchy principle value of the integral and the scattering due to objects of simple

geometries is calculated. Finally, some concluding remarks are given in Chapter 5.



CHAPTER 2: ION CHANNEL AND JANUS PARTICLE

2.1 Governing Differential Equation for Electrostatics

Following [47] closely, we consider a three layer medium of materials with different

dielectric constants and inverse Debye-Hückle lengths, as shown in Fig. 1, and the

middle layer has a thickness D. In layer Ωj, 1 ≤ j ≤ 3, we denote the dielectric

constants by εj and the inverse Debye-Hückle lengths by λj.

Figure 1: Schematic illustration of a three-layer medium.

For the study of ion channels, we consider a simple nano-pore hybrid model within

a layered medium, which consists of a cylinder of height D within the middle layer

(representing a cell membrane) with the axis of the cylinder perpendicular to the

layer’s boundary (see Fig. 2). Here, ε and λ can take different values inside the cylin-

der. The finite height cylinder represents a dividing interface in the hybrid solvation

model for biomolecule simulations (refer to section 4.5 in [6] for more details). In such

a hybrid model, inside the cylinder an atomistic representation of the physical system
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is used, namely, channel proteins and ions can be described in terms of their atomic

centers and charges and their interactions are governed by Coulombic potentials. On

the other hand, the media outside the cylinder, composed of a membrane and sol-

vents above and below, are modeled as layered continuum dielectrics described by

dielectric constants and Debye-Hückle screen length and the electrostatics potential

there is governed by the Poisson (for the membrane) and Poisson-Botlzmann (for the

ionic solvents) equations.

Now let us assume that inside the cylinder there are N charges with magnitudes

qk, 1 ≤ k ≤ N, located at rk. Then, the electric potential field φ(r) satisfies the

Poisson-Boltzmann (PB) equation

∇2φ(r)− λ2(r)φ(r) = − 4π

ε(r)

N∑
k=1

qkδ(r− rk), (1)

with boundary conditions

[φ(r)] = 0, [ε(r)
∂φ(r)

∂n
] = 0, (2)

where δ is the Dirac delta function, [·] denotes the jump across an interface, and n

is the outward normal vector of the interface. The boundary conditions apply to any

point on an interface between two media; the interface condition is not well defined

when r is at a cross point of more than two interfaces. To avoid the latter case in the

numerical solution process, after discretizing, we shift some nodes by a numerically

negligible amount (i.e., close to machine zero) so no collocation point lies on multiple

interfaces.

While (1) is the general governing equation, ε and λ can take different values in
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different regions in Fig. 2. For instance, in the hybrid model, setting λ2,in = 0

will produce the Poisson equation with the N charges inside the cylinder explicitly.

Meanwhile, the remaining regions are treated implicitly with the homogeneous PB or

Poisson equation. The cylindrical boundary only defines where the explicit regions

ends and the implicit region begins. The hybrid model allows the shape of the physical

shape of the ion channel to be modeled with atomistic details and accuracy.

Figure 2: Schematic illustration of an ion channel model.

2.2 Layered Green’s Function

As εj and λj may have different values inside the cylinder from the rest of the

middle layer outside, we consider two distinct sets of layers when constructing the

Green’s functions for the corresponding partial differential equations: one for the

inside and one for the outside. As depicted in Fig. 1 with three layers, each layer

is homogeneous in x and y directions with constant ε(r) and λ(r). We proceed by

deriving the Green’s function G(r, r′) and its derivatives for the partial differential

equation in (1). Namely, G(r, r′) will be the fundamental solution for (1) satisfying
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the following partial differential equation

ε(r)[∇2G(r, r′)− λ2(r)G(r, r′)] = −δ(r− r′), (3)

with boundary conditions

[G(r, r′)] = 0,

[
ε(r)

∂G

∂n
(r, r′)

]
= 0. (4)

Following the approach in [23], we decompose the Green’s function G(r, r′) into a

singular part and a smooth part

G(r, r′) =


Gmod,j(r, r

′) + Pj(r, r
′), r ∈ Ωj,

Gmod,j(r, r
′), r /∈ Ωj,

(5)

where

Pj(r, r
′) =

e−λj |r−r
′|

4πεj|r− r′|
. (6)

Then, Gmod,j corresponds to the homogeneous differential equation

∇2Gmod,j(r, r
′)− λi2Gmod,j(r, r

′) = 0. (7)

Let kx and ky be the spectral variables for x and y. Also let ρ =
√
x2 + y2, kρ =√

k2
x + k2

y, and η̃j =
√
k2
ρ + λ2

j . Performing a Fourier transform on (7) in x and y, we

have

∂2Ĝmod,j

∂z2
(kρ, z, z

′)− η̃i2Ĝmod,j(kρ, z, z
′) = 0, (8)

whose solution is

Ĝmod,j(kρ, z, z
′) = Ci,1e

−η̃iz + Ci,2e
η̃iz, (9)
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where the values of Ci,1 and Ci,2 are given in the appendix.

To recover the function G, which is defined in the physical domain, we consider

the inverse Fourier transform as a Sommerfeld integral. Specifically, we have

Gmod,j(ρ, z, z
′) = F−1{Ĝmod,j(kρ, z, z

′)}

=
1

2π

∫ ∞
−∞

∫ ∞
−∞

Ĝmod,j(kρ, z, z
′)ei[ky(y−y′)+kx(x−x′)]dkxdky

=
1

2π

∫ ∞
0

∫ 2π

0

Ĝmod,j(kρ, z, z
′)kρe

ikρρ cos(α−β)dβdkρ

=

∫ ∞
0

Ĝmod,j(kρ, z, z
′)kρJ0(kρρ)dkρ,

(10)

where

J0(z) =
1

2π

∫ 2π

0

eiz sin θ dθ (11)

is the 0th Bessel function of the first kind.

In terms of r and r′, we have

G(r, r′) =


Gmod,j(r, r

′) + Pj(r, r
′), r ∈ Ωj,

Gmod,j(r, r
′), r /∈ Ωj.

(12)

We will need the first and second normal derivatives of G with respect to r and r′,

denoted by ∂G/∂n, ∂G/∂n′, and ∂2G/∂n′∂n. Specifically, the derivatives are defined

in terms of G by

∂G

∂n
= n1

∂

∂x
G+ n2

∂

∂y
G+ n3

∂

∂z
G, (13)

∂G

∂n′
= n′1

∂

∂x′
G+ n′2

∂

∂y′
G+ n′3

∂

∂z′
G, (14)

and

∂2G

∂n′∂n
= n′1

∂

∂x′
∂G

∂n
+ n′2

∂

∂y′
∂G

∂n
+ n′3

∂

∂z′
∂G

∂n
, (15)
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where n = (n1, n2, n3) and n′ = (n′1, n
′
2, n

′
3).

For derivatives with respect to z or z’, the derivative can be moved inside the

Sommerfeld integral and applied to Ĝmod,j .

∂

∂z
G(ρ, z, z′) =

∫ ∞
0

∂

∂z
Ĝmod,j(kρ, z, z

′)kρJ0(kρρ)dkρ (16)

∂

∂z′
G(ρ, z, z′) =

∫ ∞
0

∂

∂z′
Ĝmod,j(kρ, z, z

′)kρJ0(kρρ)dkρ (17)

As specified in the appendix, we can take Ĝmod,j as Aie
−η̃iz, Bie

−η̃iz + Cie
η̃iz, or

Die
η̃iz depending on the regions r and r′ are in. Their first derivatives with respect

to z are

∂

∂z
Aie

−η̃iz = −η̃1Aie
−η̃iz,

∂

∂z
Bie

−η̃iz = −η̃2Bie
−η̃iz,

∂

∂z
Cie

η̃iz = η̃2Cie
η̃iz,

∂

∂z
Die

η̃iz = η̃3Die
η̃iz.

(18)

Their first derivatives with respect to z′ when z′ is in Ω1 are

∂

∂z′
A1e

−η̃iz = −η̃1A1e
−η̃iz,

∂

∂z′
B1e

−η̃iz = −η̃1B1e
−η̃iz,

∂

∂z′
C1e

η̃iz = −η̃1C1e
η̃iz,

∂

∂z′
D1e

η̃iz = −η̃1D1e
η̃iz.

(19)

Their first derivatives with respect to z′ when z′ is in Ω2 are

∂

∂z′
A2e

−η̃iz = η̃2(−A2,1 + A2,2)e−η̃iz,
∂

∂z′
B2e

−η̃iz = η̃2(−B2,1 +B2,2)e−η̃iz,

∂

∂z′
C2e

η̃iz = η̃2(−C2,1 + C2,2)eη̃iz,
∂

∂z′
D2e

η̃iz = η̃2(−D2,1 +D2,2)eη̃iz,

(20)

where the notation A2 = A2,1 + A2,2, B2 = B2,1 + B2,2, C2 = C2,1 + C2,2, and

D2 = D2,1 + D2,2 was used. Finally, their first derivatives with respect to z′ when z′
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is in Ω3 are

∂

∂z′
A3e

−η̃iz = η̃3A3e
−η̃iz and

∂

∂z′
B3e

−η̃iz = η̃3B3e
−η̃iz

∂

∂z′
C3e

η̃iz = η̃3C3e
η̃iz and

∂

∂z′
D3e

η̃iz = η̃3D3e
η̃iz

(21)

For derivatives in the directions of x or y, some quantities must be defined first.

Furthermore, we will use polar coordinates for derivatives with respect to x, y, x′, or

y′. Using polar coordinates defined by

x− x′ = ρ cos(α)

y − y′ = ρ sin(α),

(22)

we can now define the following derivative operators as

∂

∂x
= cos(α)

∂

∂ρ
− sin(α)

ρ

∂

∂α

∂

∂y
= sin(α)

∂

∂ρ
+

cos(α)

ρ

∂

∂α

∂

∂x′
= −{cos(α)

∂

∂ρ
− sin(α)

ρ

∂

∂α
}

∂

∂y′
= −{sin(α)

∂

∂ρ
+

cos(α)

ρ

∂

∂α
}.

(23)

Also of use are the Bessel functions J0, J1, and J2 of the first kind. They are defined

by

J0(u) =
1

2π

∫ 2π

0

eiu sin θ dθ (24)

J1(u) =
1

2π

∫ 2π

0

e−i(θ−u sin(θ)) dθ (25)

J2(u) =
1

2π

∫ 2π

0

ei(2θ−u sin(θ)) dθ. (26)
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Moreover, the derivatives of the Bessel functions are related by

J ′0(u) = −J1(u)

J ′1(u) = −J2(u) +
J1(u)

u
.

(27)

Applying the derivative in polar coordinates, we have the following first derivatives

∂

∂x
Gmod,j(ρ, z, z

′) =

(
cos(α)

∂

∂ρ
− sin(α)

ρ

∂

∂α

)∫ ∞
0

Ĝmod,j(kρ, z, z
′)kρJ0(kρρ)dkρ

= cos(α)

∫ ∞
0

Ĝmod,j(kρ, z, z
′)kρ

∂

∂ρ
J0(kρρ)dkρ

= − cos(α)

∫ ∞
0

Ĝmod,j(kρ, z, z
′)kρ

2J1(kρρ)dkρ

∂

∂y
Gmod,j(ρ, z, z

′) = − sin(α)

∫ ∞
0

Ĝmod,j(kρ, z, z
′)kρ

2J1(kρρ)dkρ

∂

∂x′
Gmod,j(ρ, z, z

′) = cos(α)

∫ ∞
0

Ĝmod,j(kρ, z, z
′)kρ

2J1(kρρ)dkρ

∂

∂y′
Gmod,j(ρ, z, z

′) = sin(α)

∫ ∞
0

Ĝmod,j(kρ, z, z
′)kρ

2J1(kρρ)dkρ

(28)

Using the same methods as used for the first derivatives, the second derivatives not

involving z are

∂2

∂x′∂x
Gmod,j(ρ, z, z

′) =− cos2(α)

∫ ∞
0

Ĝmod,j(kρ, z, z
′)kρ

3J2(kρρ)dkρ

+
1

ρ

∫ ∞
0

Ĝmod,j(kρ, z, z
′)kρ

2J1(kρρ)dkρ

∂2

∂x′∂y
Gmod,j(ρ, z, z

′) =− cos(α) sin(α)

∫ ∞
0

Ĝmod,j(kρ, z, z
′)kρ

3J2(kρρ)dkρ

∂2

∂y′∂x
Gmod,j(ρ, z, z

′) =− cos(α) sin(α)

∫ ∞
0

Ĝmod,j(kρ, z, z
′)kρ

3J2(kρρ)dkρ

∂2

∂y′∂y
Gmod,j(ρ, z, z

′) =− sin2(α)

∫ ∞
0

Ĝmod,j(kρ, z, z
′)kρ

3J2(kρρ)dkρ

+
1

ρ

∫ ∞
0

Ĝmod,j(kρ, z, z
′)kρ

2J1(kρρ)dkρ,

(29)



15

and the second derivatives involving z are

∂2

∂x′∂z
Gmod,j(ρ, z, z

′) = cos(α)

∫ ∞
0

∂

∂z
Ĝmod,j(kρ, z, z

′)kρ
2J1(kρρ)dkρ

∂2

∂y′∂z
Gmod,j(ρ, z, z

′) = sin(α)

∫ ∞
0

∂

∂z
Ĝmod,j(kρ, z, z

′)kρ
2J1(kρρ)dkρ

∂2

∂z′∂x
Gmod,j(ρ, z, z

′) =− cos(α)

∫ ∞
0

∂

∂z′
Ĝmod,j(kρ, z, z

′)kρ
2J1(kρρ)dkρ

∂2

∂z′∂y
Gmod,j(ρ, z, z

′) =− sin(α)

∫ ∞
0

∂

∂z′
Ĝmod,j(kρ, z, z

′)kρ
2J1(kρρ)dkρ

∂2

∂z′∂z
Gmod,j(ρ, z, z

′) =

∫ ∞
0

∂

∂z′
∂

∂z
Ĝmod,j(kρ, z, z

′)kρJ0(kρρ)dkρ.

(30)

Next, recall that the fundamental solution for εj and λj was given by (6) as

Pj(r, r
′) =

e−λj |r−r
′|

4πεj|r− r′|
. (31)

Then, its normal derivative with respect to r is given by

∂Pj
∂n

(r, r′) =
1

4πεj

1

|r− r′|
∂

∂n
[e−λj |r−r

′|] +
1

4πεj
e−λj |r−r

′| ∂

∂n
[

1

|r− r′|
]

= − λj
4πεj

e−λj |r−r
′| 1

|r− r′|
∂|r− r′|
∂n

− 1

4πεj
e−λj |r−r

′| 1

|r− r′|2
∂|r− r′|
∂n

= −(λj|r− r′|+ 1)
e−λj |r−r

′|

4πεj|r− r′|2
∂|r− r′|
∂n

= −(λj|r− r′|+ 1)
e−λj |r−r

′|

4πεj|r− r′|3
(r− r′) · n

(32)

Repeating the same steps again but with respect to r′, we have

∂Pj
∂n′

(r, r′) = (λj|r− r′|+ 1)
e−λj |r−r

′|

4πεj|r− r′|3
(r− r′) · n′ (33)
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For ∂2Pj/∂n∂n′, we apply ∂/∂n′ to the second line of (32) to get

∂2Pj
∂n′∂n

(r, r′) =

− λj
4πεj

∂

∂n′
[e−λj ·|r−r

′|]
1

|r− r′|
∂|r− r′|
∂n

− λj
4πεj

e−λj |r−r
′| ∂

∂n′
[

1

|r− r′|
]
∂|r− r′|
∂n

− λj
4πεj

e−λj |r−r
′| 1

|r− r′|
∂2|r− r′|
∂n′∂n

− 1

4πεj

∂

∂n′
[e−λj |r−r

′|]
1

|r− r′|2
∂|r− r′|
∂n

− 1

4πεj
e−λj |r−r

′| ∂

∂n′
[

1

|r− r′|2
]
∂|r− r′|
∂n

− 1

4πεj
e−λj |r−r

′| 1

|r− r′|2
∂2|r− r′|
∂n′∂n

=− λj
4πεj

(−λje−λj |r−r
′|∂|r− r′|

∂n′
)

1

|r− r′|
∂|r− r′|
∂n

− λj
4πεj

e−λj |r−r
′|(− 1

|r− r′|2
∂|r− r′|
∂n′

)
∂|r− r′|
∂n

− λj
4πεj

e−λj |r−r
′| 1

|r− r′|
∂2|r− r′|
∂n′∂n

− 1

4πεj
(−λje−λj |r−r

′|∂|r− r′|
∂n′

)
1

|r− r′|2
∂|r− r′|
∂n

− 1

4πεj
e−λj |r−r

′|(−2
1

|r− r′|3
∂|r− r′|
∂n′

)
∂|r− r′|
∂n

− 1

4πεj
e−λj |r−r

′| 1

|r− r′|2
∂2|r− r′|
∂n′∂n

=
e−λj |r−r

′|

4πεj
(λ2

j

1

|r− r′|
+ 2λj

1

|r− r′|2
+ 2

1

|r− r′|3
)
∂|r− r′|
∂n′

∂|r− r′|
∂n

− (λj
1

|r− r′|
+

1

|r− r′|2
)
∂2|r− r′|
∂n′∂n

(34)

We now have G and all the necessary derivatives of G.

2.3 Boundary Integral Equations

In this section, we will derive the BIEs of the second kind and the corresponding

discrete matrix equation. First, it is necessary to introduce a new mathematical

domain with a smoother boundary upon which the BIEs will be formulated. In Fig. 2,
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the boundary of the cylinder has sharp corners which will affect the accuracy of BEMs.

While many techniques have been proposed to obtain an accurate solution such as

graded meshes [8] [2] [21] and pre-calculated charge basis functions [5], we employ

a more straightforward approach first proposed in [23]. Specifically, we add a semi-

sphere to the top and bottom of the cylinder and consider the resulting pill-shaped

domain, shown in Fig. 3, denoted by Ω with a boundary S = ∂Ω, which is composed

of the two semi-spheres and the side wall of the cylinder. These semi-spheres are

purely mathematical and do not have any impact on the underlying physical problem

under study, namely, the potential distribution around the finite height cylinder as

depicted in Fig. 2. Moreover, note that when Green’s identity is applied, the integrals

along the horizontal interfaces will cancel, leaving only integrals over S. If we set the

physical constants inside the semi-spheres equal to the corresponding ones outside,

we obtain Fig. 2. In [23], integral equations of the first kind were derived on S,

following the approach of [29]. However, these integral equations are ill-conditioned

[6]. In this chapter, we will use BIEs of the second kind, instead.

2.3.1 Boundary Integral Equations of the First Kind

Summarizing the results in [23], the integral equation of the first kind are given as

follows.

Let r′ be outside Ω. Then we consider a three-layer domain where ε(r) and λ(r) are

constant on each layer. Outside the boundary of the pill domain, we have no charges.

As such, we begin with equation (1) with 0 on the right hand side and equation (3),
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Figure 3: Schematic illustration of a round-top cylinder.

reproduced here for convenience.

∇2φout(r)− λ2
out(r)φout(r) = 0 (35)

εout(r)[∇2Gout(r, r
′)− λ2

out(r)Gout(r, r
′)] = −δ(r− r′) (36)

We multiply (35) by εout(r)Gout(r, r
′) and multiply (36) by φout(r) and integrate their

difference to get

∫
R3\(Ω∪B(r′,ρ))

εout(r)
[
Gout(r, r

′)∇2φout(r)− φout(r)∇2Gout(r, r
′)
]
dr = 0 (37)

where B(r′, ρ) is a ball of radius ρ at r′. Using Green’s identity, we move the domain

of integration to the boundary S. Details can be found in the appendix.

φout(r
′) =

∫
S

εout(r)

[
φout(r)

∂Gout(r, r
′)

∂n
−Gout(r, r

′)
∂φout(r)

∂n

]
dS(r) (38)

Taking the limit as r′ approaches p in S in equation (38) and using the boundary
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conditions (2), we have

1

2
φins(p) =

∫
S

εout(r)

[
φins(r)

∂Gout(r,p
′)

∂n
−Gout(r,p)

εins(r)

εout(r)

∂φins(r)

∂n

]
dS(r). (39)

Let r′ be inside Ω. Then we consider a three-layer domain where ε(r) and λ(r) are

constant on each layer. We begin with equations (1) and (3) for N charges.

∇2φins(r)− λ2
ins(r)φins(r) = − 1

ε(r)

N∑
k=1

qkδ(r− rk) (40)

εins(r)[∇2Gins(r, r
′)− λ2

ins(r)Gins(r, r
′)] = −δ(r− r′) (41)

Next, we multiply (40) by εins(r)Gins(r, r
′) and multiply (41) by φins(r) and integrate

their difference to get∫
Ω∪B(r′,ρ)

εins(r)
[
Gins(r, r

′)∇2φins(r)− φins(r)∇2Gins(r, r
′)
]
dr

= −
N∑
i=1

qiGins(ri,p)

(42)

where B(r′, ρ) is a ball of radius ρ at r′. Applying Green’s identity, we move the

integral to the boundary S. Details can be found in the appendix.

φins(r
′) =

∫
S

εins(r)

[
Gins(r, r

′)
∂φins(r)

∂n
− φins(r)

∂Gins(r, r
′)

∂n

]
dS(r)

+
N∑
i=1

qiGins(ri, r
′)

(43)

Taking the limit as r′ approaches a point p in S from the inside, we have

1

2
φins(p) =

∫
S

εins(r)

[
Gins(r,p)

∂φins(r)

∂n
− φins(r)

∂Gins(r,p)

∂n

]
dS(r)

+
N∑
i=1

qiGins(ri,p)

(44)

Together, equations (39) and (44) make up the integral equations of the first kind.
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However, they form an ill-conditioned system of equations. Thus, we will consider

integral equations of the second kind.

2.3.2 Boundary Integral Equations of the Second Kind

Taking the normal derivative of (38) with respect to r′, we get the following equation

for r′ outside Ω.

∂φout(r
′)

∂n′
=

∫
S

εout(r)

[
φout(r)

∂2Gout(r, r
′)

∂n′∂n
− ∂Gout(r, r

′)

∂n′
∂φout(r)

∂n

]
dS(r). (45)

On the other hand, taking the limit from the outside as r′ approaches a point p on S

in (45) and using the boundary conditions (2), we have

1

2

εin(p)

εout(p)

∂φin(p)

∂n′
=

∫
S

εout(r)

[
φin(r)

∂2Gout(r,p)

∂n′∂n
− ∂Gout(r,p)

∂n′
εin(r)

εout(r)

∂φin(r)

∂n

]
dS(r).

(46)

Next, taking the normal derivative of (43) with respect to r′, we get the following

equation for r′ inside Ω,

∂φin(r′)

∂n′
=

∫
S

εin(r)

[
∂Gin(r, r′)

∂n′
∂φin(r)

∂n
− φin(r)

∂2Gin(r, r′)

∂n′∂n

]
dS(r)

+
N∑
i=1

qi
∂Gin(ri, r

′)

∂n′
.

(47)

Then, allowing r′ approach a point p on S from the inside, we have

1

2

∂φin(p)

∂n′
=

∫
S

εin(r)

[
∂Gin(r,p)

∂n′
∂φin(r)

∂n
− φin(r)

∂2Gin(r,p)

∂n′∂n

]
dS(r)

+
N∑
i=1

qi
∂Gin(ri,p)

∂n′
.

(48)

The first integral equation of the second kind is obtained by summing (39) and
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(44),

φin(p) =

∫
S

[εin(r)Gin(r,p)− εin(r)Gout(r,p)]
∂φin(r)

∂n
dS(r)

−
∫
S

[
εin(r)

∂Gin(r,p)

∂n
− εout(r)

∂Gout(r,p
′)

∂n

]
φin(r)dS(r)

+
N∑
i=1

qiGin(ri,p).

(49)

Meanwhile, the second integral equation of the second kind is the sum of (46) and

(48),(
1

2
+

1

2

εin(p)

εout(p)

)
∂φin(p)

∂n′
=

∫
S

[
εin(r)

∂Gin(r,p)

∂n′
− εin(r)

∂Gout(r,p)

∂n′

]
∂φin(r)

∂n
dS(r)

−
∫
S

[
εin(r)

∂2Gin(r,p)

∂n′∂n
− εout(r)

∂2Gout(r,p)

∂n′∂n

]
φin(r)dS(r)

+
N∑
i=1

qi
∂Gin(ri,p)

∂n′
.

(50)

2.4 Matrix Equation
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Figure 4: The planar projection of the body-fitted mesh. Left: top semi-sphere
surface; right: the side surface of the cylinder.

To solve the BIEs (49) and (50), we discretize the boundary S using a finite element
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type triangulation. Specifically, we introduce a mesh of curvilinear triangles that

conform to S. Fig. 4 shows the projections of such a mesh and details concerning

its construction can be found in [23]. Let rt denote the coordinates of the tth mesh

point and ψt(r) be the Lagrange basis functions with the Kronecker delta property,

ψti(rtj) = δi,j. This means that for the first degree basis functions, all points rt

are vertices of triangles. For the second degree basis functions, the points rt can be

vertices or be on the edges of the triangles. Next, let

f(r) = φin(r), (51)

h(r) =
∂φin(r)

∂n
, (52)

and we can interpolate f and h using the basis functions to get

f(r) ≈
∑
t

ftψt(r) =
∑
t

f(rt)ψt(r), (53)

h(r) ≈
∑
t

htψt(r) =
∑
t

h(rt)ψt(r). (54)

Rewriting (49) and (50) in terms of the unknowns ft and ht, we have

f(p) =
∑
t

ht

∫
S

[εin(r)Gin(r,p)− εin(r)Gout(r,p)]ψt(r)dS(r)

−
∑
t

ft

∫
S

[
εin(r)

∂Gin(r,p)

∂n
− εout(r)

∂Gout(r,p)

∂n

]
ψt(r)dS(r)

+
N∑
i=1

qiGin(ri,p),

(55)
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1

2
+

1

2

εin(p)

εout(p)

)
h(p) =

∑
t

ht

∫
S

[
εin(r)

∂Gin(r,p)

∂n′
− εin(r)

∂Gout(r,p)

∂n′

]
ψt(r)dS(r)

−
∑
t

ft

∫
S

[
εin(r)

∂2Gin(r,p)

∂n′∂n
− εout(r)

∂2Gout(r,p)

∂n′∂n

]
ψt(r)dS(r)

+
N∑
i=1

qi
∂Gin(ri,p)

∂n′
.

(56)

For the sake of simplicity, we define the following shorthand for the integral oper-

ators,

S0 =

∫
S

Gin(r,p)ψt(r)dS(r) S1 =

∫
S

Gout(r,p)ψt(r)dS(r)

D0 =

∫
S

∂Gin(r,p)

∂n
ψt(r)dS(r) D1 =

∫
S

∂Gout(r,p)

∂n
ψt(r)dS(r)

D2 =

∫
S

∂Gin(r,p)

∂n′
ψt(r)dS(r) D3 =

∫
S

∂Gout(r,p)

∂n′
ψt(r)dS(r)

T0 =

∫
S

∂2Gin(r,p)

∂n′∂n
ψt(r)dS(r) T1 =

∫
S

∂2Gout(r,p)

∂n′∂n
ψt(r)dS(r)

b =
N∑
i=1

qiGin(ri,p) c =
N∑
i=1

qi
∂Gin(ri,p)

∂n′
.

(57)

Then we can rewrite (55) and (56) as
 I 0

0 (1
2

+ 1
2
εin
εout

)I

+

 (εinD0− εoutD1) −(εinS0− εinS1)

(εinT0− εoutT1) −(εinD2− εinD3)



 f

h

 =

 b

c

 ,

(58)

where p takes different mesh points rt in different rows of the matrix. An elemental

mapping is employed so that all integrals are performed on a reference triangle with

vertices at (0, 0), (0, 1), and (1, 0). The exact definition of the mapping is given in

[23]. Since the integral equations are of the second kind, the coefficient matrix in

(58) will be shown to have a low condition number, which ensures a small number of
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iterations by the GMRES solver for solving the matrix equation.

2.5 Quadrature Rules

When the singularity of the integrand r′ is inside an element to be integrated, spe-

cial treatment will be needed to handle the singularity. Otherwise, the integrals can

be computed by means of quadrature points for a regular integral on the reference

triangle. First, we will determine the order of the singularities of the Green’s func-

tion’s normal derivatives. Then we will describe the quadrature points to be used,

accordingly.

As shown above, for r′ on the element i to be integrated, there is a weak singularity

on the order of 1/|r − r′|. We employ the polar transformation described in [23] to

compute the CPV of the integral when the singularity is at a vertex of the reference

triangle. When the singularity is at the midpoint of an edge of the reference triangle,

we modify the method by subdividing the triangle along the line that goes from the

singularity to the opposite vertex. Specifically, let the polar transformation be defined

by ξ = ρcos(α) + sx and η = ρsin(α) + sy where s = (sx, sy) is the singularity on the

reference triangle. When s = (0, 0), the triangle is defined by

T = {(ρ, α) : ρ ∈ [0,
1

cos(α) + sin(α)
] and α ∈ [0, π/2]}. (59)

When s = (0, 1), the triangle is defined by

T = {(ρ, α) : ρ ∈ [0,
1

cos(α− 3π/2)
] and α ∈ [3π/2, 7π/4]}. (60)
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When s = (1, 0), the triangle is defined by

T = {(ρ, α) : ρ ∈ [0,
1

cos(π − α)
] and α ∈ [3π/4, π]}. (61)

When s = (0, 1/2), the two subtriangles are defined by

T1 = {(ρ, α) : ρ ∈ [0,
1

2cos(α− 3π/2)
] and α ∈ [−π

2
,−cos−1(

1√
1.25

)]},

T2 = {(ρ, α) : ρ ∈ [0,
1

2(cos(α) + sin(α))
] and α ∈ [−cos−1(

1√
1.25

),
π

2
]}.

(62)

When s = (1/2, 1/2), the two subtriangles are defined by

T1 = {(ρ, α) : ρ ∈ [0,
1

2cos(π − α)
] and α ∈ [

3π

4
,
5π

4
]},

T2 = {(ρ, α) : ρ ∈ [0,
1

2cos(α− 3π/2)
] and α ∈ [

5π

4
,
7π

4
]}.

(63)

When s = (1/2, 0), the two subtriangles are defined by

T1 = {(ρ, α) : ρ ∈ [0,
1

2(cos(α) + sin(α))
] and α ∈ [0, cos−1(

−1

2
√

1.25
)]},

T2 = {(ρ, α) : ρ ∈ [0,
1

2cos(π − α)
] and α ∈ [cos−1(

−1

2
√

1.25
), π]}.

(64)

Fig. 5 shows the locations of 8 quadrature points in each triangle when subdivision

is not required. Fig. 6 shows the locations of 8 quadrature points in each subtriangle

when subdivision is required.

When r′ is not on the element i to be integrated, there is no singularity in the

integrand. Two different methods for finding quadrature points for this case can be

used. When symmetric points are required, we use a method described by Dunavant

in [15] and implemented by Burkardt. Table 1 gives the coordinates for six symmetric

points and Fig. 7 give the corresponding plot of the points. Alternatively, we begin

with Gauss-Kronrod points and weights, provided by [1], defined on [−1, 1] and map
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Figure 5: From the left to the right, the plots show the quadrature points when the
singularity is at (0, 0), (0, 1), and (1, 0), respectively.

Figure 6: From the left to the right, the plots show the quadrature points when the
singularity is at (0, 1/2), (1/2, 1/2), and (1/2, 0), respectively.

them to the unit square [0, 1] × [0, 1]. Then, we collapse the top edge of the square

to the point (0, 1) according to the method in [13]. The mapping from the square to

the triangle is given by

ξ(a, b) =
(1 + a)(1− b)

4
, η(a, b) =

1 + b

2
, (65)

with a Jacobian

J(a, b) =
1− b

8
. (66)

While this approach involving the unit square lacks symmetry and efficiency, it pro-

vides an easy way to increase the number of quadrature points; see Fig. 7.
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Table 1: Quadrature points for a regular integral over the reference triangle.

i ξi ηi wi
1 0.10810301816807000 0.44594849091596500 0.22338158967801100
2 0.44594849091596500 0.44594849091596500 0.22338158967801100
3 0.44594849091596500 0.10810301816807000 0.22338158967801100
4 0.81684757298045896 0.09157621350977100 0.10995174365532200
5 0.09157621350977100 0.09157621350977100 0.10995174365532200
6 0.09157621350977100 0.81684757298045896 0.10995174365532200

Figure 7: Quadrature points for a regular integral over the reference triangle with
symmetric sample points (left) and sample points mapped from a cube (right).
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2.6 Singular Integrands

We will show that all the singular integrals involved have weakly singular integrands

on the order of 1/|r − r′|. This is critical for the second kind integral equations

(49) and (50) as it will allow the CPV integrals to be calculated by a simple polar

transformation with a Jacobian on the order O(|r − r′|). The singular part of G

is contained in Pj, defined in (6); G = O(1/|r − r′|). Similarly, the singular part

of ∂G/∂n is contained in ∂Pj/∂n, given by (32). Since ∂|r − r′|/∂n = O(|r − r′|),

∂G/∂n = O(1/|r − r′|). Likewise, ∂G/∂n′ = O(1/|r − r′|). Similarly, the singular

part of ∂2G/∂n′∂n is contained in ∂2Pj/∂n′∂n, provided here for convenience.

∂2Pj
∂n′∂n

(r, r′) =
e−λj |r−r

′|

4πεj
(λ2

j

1

|r− r′|
+ 2λj

1

|r− r′|2
+ 2

1

|r− r′|3
)
∂|r− r′|
∂n′

∂|r− r′|
∂n

− e−λj |r−r
′|

4πεj
(λj

1

|r− r′|
+

1

|r− r′|2
)
∂2|r− r′|
∂n′∂n

. (67)

The first term of has ∂|r− r′|/∂n and ∂|r− r′|/∂n′, both of which are O(|r− r′|).

Thus, the first term is O(1/|r− r′|) To determine the singularity of the second term,

we note that

∂2|r− r′|
∂n′∂n

=
∂

∂n′
[

1

|r− r′|
(r− r′) · n]

=− 1

|r− r′|2
∂|r− r′|
∂n′

(r− r′) · n +
1

|r− r′|
∂

∂n′
[r′ · n]

=
1

|r− r′|
∂|r− r′|
∂n′

∂|r− r′|
∂n

+
1

|r− r′|
n′ · n.

(68)

We can see that ∂2|r− r′|/∂n′∂n = O(1/|r− r′|). Thus, ∂2G/∂n′∂n has a hypersin-

gularity on the order of 1/|r− r′|3. However, in the integral equations of the second

kind in (49) and (50), ∂2G/∂n′∂n only appears in the difference εin∂
2Gin/∂n′∂n −
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εout∂
2Gout/∂n′∂n. To determine the behavior of the singularity of the difference, we

omit the first term of ∂2Pj/∂n′∂n since it is weakly singular and get

εin
∂2Gin

∂n′∂n
− εout

∂2Gout

∂n′∂n

' −e
−λin|r−r′|

4π
(λin

1

|r− r′|
+

1

|r− r′|2
)
∂2|r− r′|
∂n′∂n

+
e−λout|r−r

′|

4π
(λout

1

|r− r′|
+

1

|r− r′|2
)
∂2|r− r′|
∂n′∂n

.

(69)

We proceed by approximating the exponential term as

e−λ|r−r
′| = 1− λ|r− r′|+O(|r− r′|2) (70)

to obtain

εins∂
2Gins/∂n∂n′ − εout∂2Gout/∂n∂n′

' −1− λins|r− r′|
4π

(λins
1

|r− r′|
+

1

|r− r′|2
)
∂2|r− r′|
∂n′∂n

+
1− λout|r− r′|

4π
(λout

1

|r− r′|
+

1

|r− r′|2
)
∂2|r− r′|
∂n′∂n

=− 1

4π
(λ2

ins − λ2
out)

∂2|r− r′|
∂n′∂n

(71)

Finally, we can see that

εin
∂2Gin

∂n′∂n
− εout

∂2Gout

∂n′∂n
= O(

1

|r− r′|
). (72)

In summary, all the integrands for our second kind integral equations have, at most,

a weak singularity and the integral can be correctly calculated by means of a local

polar transformation centered at the singularity.
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Table 2: Quadrature rule used for a given example and mesh size.

Physical domain Mesh size n Gauss-Kronrod points Symmetric Gauss points

Dielectric sphere
< 32 81 N/A
64 289 N/A

Janus particle
< 32 81 N/A
64 289 N/A

Ion channel < 32 N/A 42

2.7 Numerical Results

We first specify various numerical parameters for our numerical tests. The mesh

size is specified by a single number n, which is the number of times the azimuthal

angle, the height of the cylinder, and the angle of inclination in the semi-sphere are

subdivided. Moreover, to ensure no points are evaluated on the interfaces at z = 0

or z = D (to avoid ambiguity for the dielectric constants), we shift the mesh points

on the interfaces in the z direction by 10−14. For calculating the Sommerfeld integral

(10) in the definition of Green’s functions of a layered medium, we truncate the length

from infinity to 80 and use 10 subintervals with 30 Gaussian quadrature points per

subinterval. The number of regular quadrature points used depends on the mesh

parameter, as shown in Table 2. The quadrature rule for the weakly singular integrals

uses 256 points if the singularity is at a vertex and 512 points if the singularity is on

an edge.

2.7.1 Dielectric Sphere

To illustrate the method’s ability to capture different values of ε inside and outside

the physical domain, we consider a dielectric sphere where εin = 2, εout = 1, λ = 0,

and the source charge is located at r′ = (0.5, 0.1, 0.2) with magnitude 1. In this case,
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Figure 8: Potential (left) and its derivative (right) on the dielectric sphere’s boundary
when z = 0 and the charge is inside the sphere at (0.5, 0.1, 0.2).

Figure 9: Convergence of the potential and its normal derivatives on the dielectric
sphere’s boundary with the charge inside the sphere at (0.5, 0.1, 0.2) as the mesh size
n increases. The points mark our results and the lines are linear fits.

Table 3: Relative error and convergence rate r of the potential and its normal
derivative on the dielectric sphere’s boundary; the charge is inside the sphere at
(0.5, 0.1, 0.2).

Potential Derivative
1st degree 2nd degree 1st degree 2nd degree

Mesh Rel. error r Rel. error r Rel. error r Rel. error r
2 2.2× 10−1 N/A 2.5× 10−2 N/A 2.0× 10−1 N/A 2.2× 10−2 N/A
4 5.7× 10−2 2.0 1.9× 10−2 0.4 4.7× 10−2 2.1 1.1× 10−2 1.0
8 1.1× 10−2 2.4 2.7× 10−3 2.8 4.6× 10−3 3.3 1.3× 10−3 3.1
16 4.8× 10−3 1.2 1.8× 10−4 4.3 1.8× 10−3 1.4 7.9× 10−5 4.0
32 1.7× 10−3 1.5 2.3× 10−5 2.6 5.8× 10−4 1.6 7.5× 10−6 3.5
64 4.7× 10−4 1.9 1.8× 10−6 3.7 1.6× 10−4 1.8 6.4× 10−7 3.6
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Figure 10: Potential (left) and its derivative (right) on the dielectric sphere’s boundary
when z = 0 and the charge is outside the sphere at (0.5, 2, 0.2).

the mathematical domain is just a sphere. For the charge inside the sphere, the true

solution at the boundary is

φtrue(r) =
1 + γ

2εin

∞∑
m=0

|rs|m
(

2 +
2γ

1− γ + 2m

)
Pm(cosθ), (73)

where γ = (εin − εout)/(εin + εout), rs is the source charge’s location, θ is the angle

between r and rs, and Pm is the mth order Legendre polynomial [7]. Basis functions

of degree 1 and 2 are used with the number of mesh divisions n = 2, 4, 8, 16, 32, and

64, respectively. A cross-section at z = 0 of our results is given in Fig. 8 when n = 64

and the basis degree is 2. Convergence to the true solution as the mesh is refined is

given in Fig. 9 and Table 3.

Next we consider the case when r′ = (0.5, 2, 0.2) is outside the dielectric sphere. In
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Figure 11: Convergence of potential and its normal derivative on the dielectric
sphere’s boundary with the charge outside the sphere at (0.5, 2, 0.2) as the mesh
size n increases. The points mark our results and the lines are linear fits.

Table 4: Relative error and convergence rate r of the potential and its normal deriva-
tive on the dielectric sphere’s boundary; the charge is outside the sphere at (0.5, 2, 0.2).

Potential Derivative
1st degree 2nd degree 1st degree 2nd degree

Mesh Rel. error r Rel. error r Rel. error r Rel. error r
2 1.5× 10−1 N/A 1.2× 10−1 N/A 6.2× 10−1 N/A 3.7× 10−1 N/A
4 5.2× 10−2 1.5 2.2× 10−2 2.5 3.9× 100 -2.6 2.3× 100 -2.6
8 1.4× 10−2 1.9 3.3× 10−3 2.7 6.9× 10−1 2.5 4.0× 10−1 2.5
16 5.7× 10−3 1.3 2.3× 10−4 3.9 1.1× 100 -0.7 2.5× 10−2 4.0
32 1.9× 10−3 1.6 2.2× 10−5 3.4 3.1× 10−1 1.8 5.0× 10−3 2.3
64 5.2× 10−4 1.9 1.8× 10−6 3.6 1.6× 10−1 0.9 2.0× 10−4 4.6
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this case, the BIE takes the form

φin(p) =

∫
S

[εin(r)Gin(r,p)− εin(r)Gout(r,p)]
∂φin(r)

∂n
dS(r)

−
∫
S

[
εin(r)

∂Gin(r,p)

∂n
− εout(r)

∂Gout(r,p
′)

∂n

]
φin(r)dS(r)

+ 4π
N∑
i=1

qiGout(ri,p),

(74)

(
1

2
+

1

2

εin(p)

εout(p)

)
∂φin(p)

∂n′

=

∫
S

[
εin(r)

∂Gin(r,p)

∂n′
− εin(r)

∂Gout(r,p)

∂n′

]
∂φin(r)

∂n
dS(r)

−
∫
S

[
εin(r)

∂2Gin(r,p)

∂n′∂n
− εout(r)

∂2Gout(r,p)

∂n′∂n

]
φin(r)dS(r)

+ 4π
N∑
i=1

qi
∂Gout(ri,p)

∂n′
,

(75)

and the true solution on the boundary is given by

φtrue(r) =
1− γ
2εout

∞∑
m=0

1

|rs|m+1

(
2 +

2γ

1− γ + 2m

)
Pm(cos(θ)), (76)

where γ = (εin − εout)/(εin + εout), rs is the source charge’s location, θ is the angle

between r and rs, and Pm is the mth order Legendre polynomial [7]. A cross-section

at z = 0 of the results with a 2nd degree basis and mesh parameter 64 is given in Fig.

10. Convergence to the true solution as the mesh is refined is given in Fig. 11 and

Table 4. Convergence may slow when the source charge is too close to the dielectric

sphere as the potential becomes more singular near the spherical boundary.

2.7.2 Janus Particle

In the next examples, we will compute the electric potential around a Janus particle.

A Janus particle is a sphere made up of two semi-spheres, each having a different
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Table 5: Relative error and convergence rate r of the potential on the two planes
x = 0 and x = 1.2 for the Janus particle. The reference solution is obtained from
when the mesh parameter is 64.

εtop = 2.1, εbottom = 2 εtop = 18, εbottom = 3.9
1st degree 2nddegree 1stdegree 2nddegree

Mesh Rel. error r Rel. error r Rel. error r Rel. error r
2 7.9× 10−1 N/A 7.3× 10−1 N/A 3.6× 100 N/A 3.6× 100 N/A
4 2.0× 10−1 2.0 9.7× 10−2 2.9 1.3× 100 1.4 4.8× 10−1 2.9
8 2.5× 10−2 3.0 2.3× 10−2 2.1 9.8× 10−2 3.8 5.4× 10−2 3.1
16 2.7× 10−3 3.2 1.6× 10−3 3.9 4.4× 10−2 1.1 2.1× 10−2 1.4
32 6.0× 10−4 2.2 1.5× 10−4 3.4 1.5× 10−2 1.5 3.9× 10−3 2.4

dielectric constant ε. Janus particles have attracted much attention as an efficient

and distinctive means to accomplish complex self-assembled materials and realize

properties not possible by homogeneous particles or symmetric patchy particles [40].

For simplicity, we take λ = 0 and εout = 1 in three cases to be considered. In the

first case, εin = 2 in the lower half of the particle and εin = 2.1 in the upper half

to test convergence. In the second case, εin = 3.9 in the lower half and εin = 18 in

the upper half to simulate realistic conditions. Last, we take εin = 2 in the lower

half and εin = 80 in the upper half to illustrate an extreme case. We will use the

BIEs for a charge outside the sphere, given by (74) and (75) since we place the source

charge at (1, 1, 1). Fig. 12 shows the potential inside the Janus particles for the three

cases while Fig. 13 shows the convergence of the potential for both cross-sections

at z = 0 (the reference solution is obtained numerically on the mesh n = 64). The

small condition number of the matrix and number of iterations GMRES required for

convergence show the benefit of the second kind integral equation formulation. Table

6 gives the condition numbers κ and the number of iterations N the GMRES solver

took to solve the linear system for the first case.
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Figure 12: Potential in and around Janus particles when x = 0 (left) and when
x = 1.2 (right) for various values of ε.
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Figure 13: Convergence of the potential in a Janus particle when ε is perturbed by
10−1 in the upper hemisphere as the mesh size n increases. The points mark our
results and the lines are linear fits.

Table 6: Condition number κ and number of iterations N to solve the matrix equation
corresponding to the Janus particle with a perturbation of 10−1.

BIE 1st kind BIE 2nd kind
Matrix sizes 1st degree 2nd degree 1st degree 2nd degree

Mesh 1st degree 2nd degree κ N κ N κ N κ N
2 16 52 13.8 4 34.2 8 2.8 1 3.2 9
4 60 228 25.1 31 63.3 49 2.8 9 3.2 9
8 244 964 68.3 52 167.2 65 2.8 9 3.3 9
16 996 3972 244.0 65 605.5 90 2.8 9 3.4 9
32 4036 16132 948.6 78 2358.9 134 2.8 9 3.4 9
64 16260 65028 3761.6 99 9345.4 217 2.8 9 3.4 9
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Figure 14: Schematic illustration of model setup for an ion channel with a cylindrical
boundary (left) and with a deformed boundary (right).

2.7.3 Ion Channel

In the hybrid model for an ion channel, we consider the following setup, as shown

in Fig. 14. Let the cylinder’s radius be 4 and its height 12. Inside the cylinder,

let ε0 = 1 and λ0 = 0. In the upper layer, let ε1 = 80 and λ1 = 2.5. Outside the

cylinder in the middle layer, let ε2 = 2 and λ2 = 0. In the upper layer, let ε3 = 80

and λ1 = 0.5.

We place 19 source charges along the cylinder’s axis of magnitude 1 at z = 1.5, 2.0

, ..., 10.5. The true solution of the potential is unknown and a reference solution is

calculated on a fine mesh n = 16.

First, we calculate the self-energy of a point charge given by

V (rs) = qsφrf(rs)/2, (77)

where the reaction field φrf(rs) at the source charge location is the total potential

field minus the primary Coulomb potential produced by the source charge qs itself.
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Figure 15: Self-energy (left) and potential (right) in the ion channel with cylindrical
sides, calculated using BIE of the 2nd kind, 2nd degree basis, and mesh parameter 16.

Figure 16: Convergence of the self-energy (left) and potential (right) inside the ion
channel with cylindrical sides using BIE of the 2nd kind as the mesh size n increases.
The points mark our results and the lines are linear fits.

Fig. 15 (left) shows the self-energy when calculated using a 2nd degree basis and

the reference solution calculated on the mesh n = 16 while Fig. 16 (left) shows the

convergence of the self-energy with respect to the reference solution as the mesh is

refined for both sets of basis functions.

Second, the potential is calculated at 19 interior points at the positions of the

source locations shifted by 2 in the positive x direction. Fig. 15 (right) shows the

potential when calculated using a 2nd degree basis and mesh parameter n = 16 while

Fig. 16 (right) shows the convergence of the potential as the mesh is refined for both

sets of basis functions. Table 6 summarizes the errors and convergence rate for this
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Table 7: Relative error and convergence rate r of the potential and self-energy for the
ion channel with a cylindrical boundary using BIEs of the 2nd kind. The reference
solution is obtained from when the mesh parameter is 16.

Potential Self-energy
1st degree 2nddegree 1stdegree 2nddegree

Mesh Rel. error r Rel. error r Rel. error r Rel. error r
2 5.9× 10−2 N/A 2.7× 10−3 N/A 9.5× 10−2 N/A 3.2× 10−2 N/A
4 1.2× 10−2 2.3 3.4× 10−4 3.0 2.2× 10−2 2.1 1.5× 10−3 4.4
8 2.7× 10−3 2.2 3.4× 10−5 3.3 4.1× 10−3 2.4 3.7× 10−5 5.4

Table 8: Condition number κ and number of iterations N to solve matrix equation
corresponding to the ion channel with a cylindrical boundary.

BIE 1st kind BIE 2nd kind
Matrix sizes 1st degree 2nd degree 1st degree 2nd degree

Mesh 1st degree 2nd degree κ N κ N κ N κ N
2 24 84 12.5 12 33.8 30 1.4 6 1.5 9
4 92 356 23.7 25 62.2 43 1.5 9 1.5 9
8 372 1476 66.0 42 164.7 64 1.5 10 1.5 10
16 1508 6020 238.6 60 598.6 101 1.5 10 1.5 10

case.

Finally, it is noteworthy that the Sommerfeld integral is computationally expensive,

especially for the second derivative of the Green’s function. In order to justify the use

of BIEs of the second kind, Table 8 gives the condition numbers κ and the number

of iterations N the GMRES solver took to solve the linear system. Obviously, the

lower condition number and number of iterations required demonstrate that BIEs of

the second kind will result in a significantly more stable matrix equation.

In an attempt to match the physical shape of an ion channel more accurately, we

repeat the calculations for the ion channel except the cylindrical part of the domain

is deformed so that it is narrower in the region that the selectivity filter of a biological
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Figure 17: Self-energy (left) and potential (right) in the ion channel with deformed
sides, calculated using BIE of the 2nd kind, 2nd degree basis, and mesh parameter 16.

Figure 18: Convergence of the self-energy (left) and potential (right) inside the ion
channel with deformed sides using BIE of the 2nd kind as the mesh size n increases.
The points mark our results and the lines are linear fits.

KcsA ion channel would be located. Specifically, we apply the mapping

f(ρ, θ, z) =

(
ρ

8

(
cos

(
2πz

3

)
+ 7

)
, θ, z

)
(78)

to the cylindrical region so the radial direction decreases to three-fourths of its max-

imum value halfway up the cylinder, as shown in Fig. 14. Results are shown in Figs.

17 and 18. Table 8 summarizes the errors and convergence rate for this case. Similar

information concerning the condition number of the matrix as in Table 8 is found in

this case.
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Table 9: Relative error and convergence rate r of the potential and self-energy for
the ion channel with a deformed boundary using BIEs of the 2nd kind. The reference
solution is obtained from when the mesh parameter is 16.

Potential Self-energy
1st degree 2nddegree 1stdegree 2nddegree

Mesh Rel. error r Rel. error r Rel. error r Rel. error r
2 3.5× 10−2 N/A 6.4× 10−3 N/A 2.0× 10−1 N/A 5.0× 10−2 N/A
4 1.2× 10−2 1.5 3.5× 10−4 4.2 3.6× 10−2 2.5 9.5× 10−3 2.4
8 2.4× 10−3 2.4 1.4× 10−5 4.6 4.1× 10−3 3.1 9.1× 10−5 6.7

2.8 Future Work Concerning the PB equation

Work has already begun on obtaining better convergence rates for when the sin-

gularity is outside and close to the boundary. We begin by performing a change of

variables on the PB equation (1). Let H(r) = 4π
∑N

k=1 qkGout(r, rk). Then define

w(r) =


φout(r)−H(r) if r ∈ Ωout

φins(r) if r ∈ Ωins

(79)

so that the PB equation is

ε[∇2w(r)− λ2w(r)] = 0. (80)

The advantage in this approach lies in the fact that wout(r) is not near-singular on

the boundary. This can be seen by recognizing that the singular part of φ behaves

the same as the free-space Green’s function. Since

wout(r) = φout(r)− 4π
N∑
k=1

qkGout(r, rk), (81)

the singularity has been removed by subtraction. What remains is the part of φ due

to inhomogeneities in the dielectric material. A comparison of the smoothness is given

in Fig. 19 when the singularity is close to the boundary of the dielectric sphere in
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Figure 19: φout contains a singularity and is difficult to solve for. wout is smooth. The
source charge is at (0, 0, 1.01).

section 2.7.1. This is similar to the approaches in [10] [11].

We are also interested in performing a molecular dynamics (MD) simulation. Our

BIE method for the PB equation can calculate the potential at any location. The

potential can be used to calculate the electric field, which can then be used to calculate

the force F = qE at the desired point. MD simulations of Janus particles provide

information on how colloidal solutions can be manipulated. MD simulations of ion

channels provide information on the path particles take through the channel as well

as information concerning the selectivity filter. Moreover, if the boundary in the BIE

does not move, the matrix does not have to be recalculated and each step of the MD

simulation only requires the right-hand side of the matrix equation to be calculated

and the matrix equation to be solved. The boundary in the ion channel model has no

physical significance; it only denotes where the atomistic region ends and the implicit

continuum region begins. Thus, MD of the ion channel could be handled efficiently

by our method and more source charges could be placed to accurately model the

proteins that make up the ion channel’s wall and selectivity filter.

The Sommerfeld integral in (10) is difficult when the z − z′ is small. Specifically,

we calculate the Sommerfeld integral by truncating its length to a small number, say
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Figure 20: Points on a triangle for regular integration with the sample points mapped
from a square by collapsing the top edge (left) and the new mapping that avoids
clustering (right).

80. When z − z′ is small, say 10−4, we can maintain the same level of accuracy by

increasing the truncation length. However, doing so requires many more function

evaluations and increases the runtime significantly. Thus, the ion channel model,

which is the only model that requires the Sommerfeld integral, can be made more

accurate and efficient through the introduction of a window function, similar to the

ones described in [46].

Finally, one of the quadrature rules for regular integrals is inefficient because the

sample points are clustered near one vertex; they are shown on the left of Fig. 20.

Instead of using (65) to map from a square to a triangle, we can use

(ξ, η)→
(
ξ − ξη

2
, y − ξη

2

)
, (82)

which avoids clustering the sample points near any one vertex. A plot of the sample

points is given on the right side of Fig. 20. The Jacobian for this bilinear mapping is

1−ξ/2−η/2. Beginning with this new mapping, we would like to further modify it so

that for a singularity r′ and elemental mapping Γ, the difference r′z −Γ(ξ− ξη/2, y−
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ξη/2)z is as large as possible to assist in accurately calculating the Sommerfled integral

in (10).

2.9 Summary for Modeling with the PB Equation

In this chapter we have proposed a well-conditioned hypersingular integral equa-

tion method for computing the electrostatic potential in the presence of inhomo-

geneities embedded in layered media for ionic (Poisson-Boltzmann equations) or non-

ionic (Poisson equations) systems with applications in biomolecular solvation and

colloidal solutions. Due to the Müller’s subtraction approach, the resulting second

kind integral equations only involves O(1/r) singularities which can be treated easily

with a local polar coordinate transform. Numerical results for Janus particles and an

ion channel model have shown the robustness and desired accuracy of the proposed

method with both first and second order basis.



CHAPTER 3: SINGULAR INTEGRALS IN THREE DIMENSIONS

3.1 Calculation of Integrals with Singular Kernels

The computation of hypersingular integrals associated with CPVs is the most time

consuming and challenging task in solving integral equations for many mathematical

physics equations, for example, Maxwell equations, elasticity equations, etc. The

CPV is defined by the integration of the singular function by first excluding a small

volume around the singularity, then letting the size of the exclusion volume shrink to

zero to produce the CPV. Namely, the CPV is defined as

p.v.

∫
Ω

f(r)

|r− r′|k
dr = lim

δ→0

∫
Ω\Vδ(r′)

f(r)

|r− r′|k
dr, (83)

where Ω is a bounded domain in R3 assumed to be a cube, rectangular prism, cylinder,

sphere, or ellipsoid in this chapter and Vδ(r
′) is an exclusion volume centered at r′ of

spherical shape of radius δ.

The objective of this chapter is to develop an accurate and efficient quadrature

formula to compute the integral over Ω\Vδ(r′) in (83). We will closely follow [48].

For any fixed δ > 0, the integral over domain Ω\Vδ(r′) can be calculated by a naive

brute-force approach to a given accuracy if a large number of sample points are used.

Fortunately, the function f(r) in the numerator, which can take a general form in the

integral equation method, is often smooth; therefore, f(r) can be well represented

through an interpolation of its values on the three-dimensional tensor product of
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1-D Gauss quadrature or midpoint nodes. Using this simple fact, any brute-force

integration quadrature involving a large number of values of f(r) can be converted

into an equivalent quadrature formula using only values at the small number of nodes

of a tensor-product form in Ω. Moreover, the new weights on the tensor-product nodes

can be pre-computed and tabulated to be used for a general function f(r). This will

be the approach in this chapter, and the resulting weights have been used to calculate

the matrix entries for a discretized Nyström VIE for Maxwell equations in Chapter

4, where the issue of CPV limit is also addressed. There are other approaches in

computing the CPV in (83), including direct evaluations of hypersingular integrals

[38]. Moreover, similar work has been done in one dimension using modified Newton-

Cotes integration rules in [24][45][42][14][37][41][26][25].

3.2 Quadrature Formula over Tensor-Product Nodes

Consider a hypersingular integrand formed by the product of some smooth function

f(r) with a singular kernel 1/|r − r′|k over a domain Ω, where the singularity is at

r′ ∈ Ω and k can be 1, 2, or 3, i.e.,

∫
Ω\Vδ(r′)

f(r)

|r− r′|k
dr. (84)

First, assume we have an N point quadrature rule that uses points r̂i and weights ŵi,

∫
Ω\Vδ(r′)

f(r)

|r− r′|k
dr ≈

N∑
i=1

f(r̂i)

|r̂i − r′|k
ŵi. (85)

As the function f(r) is generally smooth, it can be well approximated through

an interpolation of its values over a small number of tensor-product nodes {ri}|Mi=1.

Letting φj(r) denote a set of M basis functions that satisfy the Kronecker delta
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property φj(ri) = δi,j, we have the following approximation:

f(r) ≈
M∑
j=1

f(rj)φj(r). (86)

Then, we can manipulate (84) as follows:

∫
Ω\Vδ(r′)

f(r)

|r− r′|k
dr ≈

N∑
i=1

f(r̂i)

|r̂i − r′|k
ŵi ≈

N∑
i=1

(
M∑
j=1

f(rj)φj(r̂i)

|r̂i − r′|k
ŵi

)
(87)

=
M∑
j=1

f(rj)

(
N∑
i=1

φj(r̂i)

|r̂i − r′|k
ŵi

)
.

Therefore, we obtain an M -point quadrature formula over the tensor-product nodes

as follows: ∫
Ω\Vδ(r′)

f(r)

|r− r′|k
dr ≈

M∑
j=1

f(rj)wj,k, (88)

where the quadrature weights are given by

wj,k =
N∑
i=1

φj(r̂i)

|r̂i − r′|k
ŵi. (89)

It can be easily seen that the weight is a quadrature approximation for the following

integral

wj,k '
∫

Ω\Vδ(r′)

φj(r)

|r− r′|k
dr. (90)

It should be noted that wj,k can be precalculated. In the appendix, a method of using

rotation matrices is given for the purpose of reducing the number of quadrature tables

that need to be saved. Moreover, in our implementation of the quadrature rule in

(85), we use spherical coordinates in a region around r′; ŵi then contains the Jacobian

|r̂i − r′|2 when r̂i is near r′, which reduces the order of the singularity. When k is

less than 3, the limit in (83) can be evaluated once this Jacobian is applied and the
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size δ of the exclusion volume Vδ(r
′) can be taken to be zero. As M is usually small

(M << N) in the interpolation formula (86) for f(r), the new quadrature formula

(88) will be fast, using only a small number of samples. The error committed in

(88) is twofold: error occurs when we use the initial brute-force quadrature rule to

approximate the integral in (85), which can be controlled by increasing the number N ,

and when we approximate f(r) by using basis functions φj(r) and the samples f(rj).

However, if the basis φj(r) is the same one used to approximate the solution of, for

example, a VIE by a Nyström collocation method, then the error due to interpolating

f(r) will be of the same order as expected in the underlying Nyström VIE method.

Finally, it is desirable to make a reference domain Ω\Vδ(r′) for calculating the

integral over some different sized domain Ω̂ where the mapping from Ω\Vδ(r′) to Ω̂ is

given by γ(r) = ar for some a. Then the Jacobian is given by Jγ = a3−k so that (88)

becomes ∫
Ω̂

f(r)

|r− r′|k
dr ≈

M∑
j=1

f(γ(rj))Jγwj,k. (91)

This is because the sum over i in (87) is calculated on the reference element. If

an exclusion Vδ(r
′) is present, care should be taken to be aware of any deformation

caused by the mapping, if any.

3.3 M -Point Tensor-Product Quadratures for a Cube or Rectangular Prism

For the cube, we first introduce a brute-force method for integrating when the

singularity is at the center of the cube. Second, we consider when the singularity is

not at the center and proceed by subdividing so that a subcube exists whose center

coincides with the singularity. Third, we give a set of basis functions defined on the
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cube for interpolation.

3.3.1 Quadrature Rule when the Singularity r′ is at the Center of the Cube

In the derivation of (88) for a cube, we take Ω = [−1, 1]3. We proceed by subdivid-

ing Ω so that we have six pyramids Pi, i = 1, 2, . . . , 6, each using a different side of

the cube as its base and r′ = (0, 0, 0) for its pinnacle. Since we wish to use spherical

coordinates (ρ, ϕ, θ) to reduce the singularity of the kernel, we rewrite (90) as

∫
Ω\Vδ(r′)

φj(r)

|r− r′|k
dr =

6∑
i=1

∫
Pi\Vδ(r′)

φj(r)

|r− r′|k
dr (92)

=
6∑
i=1

∫ ρi,max

ρi,min

∫ θi,max

θi,min

∫ ϕi,max

ϕi,min

φj(r)

|r− r′|k
ρ2 sin(θ)dϕdθdρ.

For the pyramid with a base at x = 1, the limits of integration are

ϕmin = −π
4
, θmin = π

2
− tan−1(cos(ϕ)), ρmin = δ,

ϕmax = π
4
, θmax = π

2
+ tan−1(cos(ϕ)), ρmax = 1

cos(ϕ)sin(θ)
.

(93)

We now define several mappings from [0, 1], where we have n one-dimensional Gauss

points and weights (t`, w
t
`), to the variables of integration in (93).

Working with the pyramid whose base satisfies x = 1, we map a Gauss point-weight

pair (tk, w
t
k) to its corresponding azimuthal angle and weight (ϕk, w

ϕ
k ) by

ϕk = π
4
(tk − 1), wϕk = wtk. (94)

Next, for a fixed angle ϕk, we map a Gauss point-weight pair (tj, w
t
j) to its corre-
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Figure 21: Quadrature points on the pyramid with base satisfying x = 1 (left) and
on the cube [−1, 1]3 (right).

sponding angle of inclination and weight (θj, w
θ
j ) by

θj,k = 2tan−1(cos(ϕk))tj +
π

2
− tan−1(cos(ϕk)),

wϕj,k = 2tan−1(cos(ϕk))w
t
j.

(95)

For fixed angles ϕk and θj, we map a Gauss point-weight pair (ti, w
t
i) to its corre-

sponding radius and weight (ρi, w
r
i ) by

ρi,j,k =

(
1

cos(ϕk)sin(θj,k)
− ρmin

)
ti + ρmin,

wρi,j,k =

(
1

cos(ϕk)sin(θj,k)
− ρmin

)
wti ,

(96)

where ρmin = δ if a sphere around the singularity is excluded. Otherwise, ρmin = 0.

Matching indices, we now have a set of n3 points and weights on the pyramid given

by

{(ρi,j,k, θj,k, ϕk) : 1 ≤ i, j, k ≤ n}, {wρi,j,kw
θ
j,kw

ϕ
k : 1 ≤ i, j, k ≤ n}. (97)

Finally, the points are converted to Cartesian coordinates. The quadrature points

on the remaining five pyramids can either be handled by the same method or can be
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calculated from these points and weights by a rotation. We take the latter approach.

For n = 8, the resulting quadrature points are plotted in Fig. 21. In total, there

are N = 6n sample points in the cube on the right of Fig. 21. While the points are

mostly symmetrical, the y-coordinates differ from the z-coordinates slightly in the

pyramid on the left. If desired, a more symmetrical quadrature rule could be found

without difficulty.

3.3.2 Quadrature Rule when the Singularity r′ is not at the Center of the Cube or

Ω is a Rectangular Prism

There are two straightforward approaches for the case when r′ is not at the center

of the cube. One way is to modify the formulas for finding the quadrature points on

the pyramids so that the pyramids are deformed; in this case, each pyramid should

be calculated independently instead of using a rotation as before. However, this will

result in some pyramids that are too flat to be integrated accurately if the singularity

is located near the edge of the cube. As our primary goal is to compute the integral

near the singularity accurately, we implemented a second way where a subcube is

made with the singularity at its center; the remaining regions of the parent cube

[−1, 1]3 are subdivided and integrated using the cross-product of nreg Gauss points

and weights (t`, w
t
`) defined on a reference cube [0, 1]3 by

{(ti, tj, tk) : 1 ≤ i, j, k ≤ nreg},

{wtiwtjwtk : 1 ≤ i, j, k ≤ nreg}.
(98)

We take the subcube with the singularity at its center to be the largest contained in

the parent cube [−1, 1]3. In our implementation, this means that if the singularity is
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Figure 22: From left to right, the illustrations correspond to subdivisions when the
singularity is in a corner, near an edge, and at the center of a face. The subcube with
a singularity is red.

at the center of the parent cube, the subcube is identical to the parent cube. If the

singularity is equidistant from three adjacent faces of the parent cube, it is in a corner

and we calculate 7 additional nonsingular integrals. If the singularity is equidistant

from two adjacent faces, it is near an edge and we calculate 11 additional integrals.

Otherwise, we calculate 17 additional integrals so N is given by

N ≤ 6n3 + 17n3
reg. (99)

Illustrations of these cases are shown in Fig. 22. The integral in (90) can be

rewritten to include I nonsingular subregions Ri, i = 1, 2, . . . , I, as∫
Ω\Vδ(r′)

φj(r)

|r− r′|k
dr =

6∑
i=1

∫
Pi\Vδ(r′)

φj(r)

|r− r′|k
dr +

I∑
i=1

∫
Ri

φj(r)

|r− r′|k
dr

=
6∑
i=1

∫ ρi,max

ρi,min

∫ θi,max

θi,min

∫ ϕi,max

ϕi,min

φj(r)

|r− r′|k
ρ2 sin(θ)dϕdθdρ

+
I∑
i=1

∫ xi,max

xi,min

∫ yi,max

yi,min

∫ zi,max

zi,min

φj(r)

|r− r′|k
dzdydx,

(100)

where the union of the regions Pi make up the singular subcube, requiring ρi,max to

be scaled appropriately.

These additional subregions allow Ω to be a rectangular prism, if desired. None
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of the subregions should have a dimension that is significantly larger than one of its

other dimensions; otherwise this could lead to an inaccurate approximation over the

subregion. Our code provides the option to allow further subdivision in case this is

an issue.

3.3.3 M -Point Tensor-Product Quadratures for a Cube

To construct the quadrature weights defined in (89) for a set of tensor-product

nodes corresponding to 1-D Gauss points on [−1, 1], we will first define the interpola-

tion functions. We use the cross-product of Lagrange polynomials defined on [−1, 1]

for interpolation. Thus, we use

{(2ti − 1, 2tj − 1, 2tk − 1) : 1 ≤ i, j, k ≤ m} (101)

for our M = m3 interpolation points rj in R3, where t` are the m gauss points defined

on [0, 1]. For the x-axis, the ith Lagrange polynomial is given by

`xi (x) =
∏

1≤p≤m,p 6=i

x− tp
ti − tp

. (102)

The polynomials for y and z are similar. The resulting three-dimensional Lagrange

polynomials are given by

Li,j,k(r) = `xi (x)`yj (y)`zk(z). (103)

Renaming and reindexing Li,j,k(r) as φj(r), we get a set of basis functions that satisfies

(86). Then, we use our N -point quadrature rule over the cube to integrate the basis

functions against the singular kernel as in (89). This produces the weights wj,k.

Finally, the integral over the cube [−1, 1]3 is given by (88). The degree of the one-
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Figure 23: Interpolation points, colored to show rotationally symmetric points, on
the cube when m = 3 and M = 27.

dimensional basis functions can be set independently in case one dimension is much

larger than another one, as is sometimes the case for a rectangular prism.

3.4 M -Point Tensor-Product Quadratures for a Cylinder

Interpolation points will never coincide with the center of the cylinder. Thus, under

the assumption that the singularity will be at an interpolation point, we disregard

the possibility that subdivisions are unnecessary. Similar to the cube, we first work

with the case when the singularity is at the center of a cylinder, but this cylinder

will always be mapped to a subcylinder. Second, we define the required subdivisions

explicitly. Third, we give basis functions on the cylinder for interpolation.

3.4.1 Quadrature Rule for a Subcylinder Centered at the Singularity r′

We begin with a cylinder of radius 1 whose bases satisfy z = −1 and z = 1. For

now, let the singularity r′ = (0, 0, 0) be at the center of the cylinder. The cylinder can

be subdivided into two cones C1 and C2 with the same bases as the cylinder and a

third subregion C3 that contains the sides of the cylinder. Using spherical coordinates
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(ρ, ϕ, θ) to reduce the singularity of the kernel, (90) becomes

∫
Ω\Vδ(r′)

φj(r)

|r− r′|k
dr =

3∑
i=1

∫
Ci\Vδ(r′)

φj(r)

|r− r′|k
dr (104)

=

[∫ 1
cos(θ)

δ

∫ π
4

0

+

∫ 1
sin(θ)

δ

∫ 3π
4

π
4

+

∫ − 1
cos(θ)

δ

∫ π

3π
4

]∫ 2π

0

φj(r)ρ2 sin(θ)

|r− r′|k
dϕdθdρ.

Let the n one-dimensional Gauss points and weights over [0, 1] be denoted by

(t`, w
t
`). For the azimuthal angle,

ϕk = 2π

(
k +

1

2

)
/n, wϕk = 2πk/n. (105)

The angle of inclination is divided into three regions. For the cone with an apex at

the singularity and the base at z = 1,

θj =
π

4
tj, wθj =

π

4
wtj. (106)

For the cone with an apex at the singularity and the base at z = −1,

θj =
π

4
tj +

3π

4
, wθj =

π

4
wtj. (107)

For the remaining region along the sides of the cylinder,

θj =
π

2
tj +

π

4
, wθj =

2π

4
wtj. (108)

Combining the n points for θ in each region, we use 3n points to integrate in the θ

direction. Since ρ depends on θ, its formula changes depending on the region. For

the upper cone, let ρmaxj = 1/cos(θj). For the lower cone, let ρmaxj = −1/cos(θj). For

the remaining side regions, let ρmaxj = 1/sin(θj). Then the points and weights for ρ
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Figure 24: Quadrature points for the subcylinders. Left: The subcylinder with r′

at its center when n = 8; right: all subcylinders when r′ = (0.2, 0.3, 0.4) when
n = ncyl = nw = 4.

are given by

ρi,j =
(
ρmaxj − ρmin

)
ti + ρmin,

wρi,j =
(
ρmaxj − ρmin

)
wti ,

(109)

where ρmin = δ if a sphere around the singularity is excluded. Otherwise, ρmin = 0.

Thus, this cylinder with the singularity at its center uses a total of 3n3 points given

by

{(ρi,j, θj, ϕk) : 1 ≤ i, k ≤ n, 1 ≤ j ≤ 3n},

{wρi,jwθjw
ϕ
k : 1 ≤ i, k ≤ n, 1 ≤ j ≤ 3n},

(110)

which can be seen on the left of Fig. 24.

3.4.2 Quadrature Rule for all Subcylinders not Containing the Singularity r′

We subdivide the cylinder into a total of three cylindrical regions and three washer-

shaped regions, even if the singularity is at the center of the parent cylinder. Before

subdividing, the distances from the three boundaries of the parent cylinder to the

exclusion Vδ(r
′) are measured. Let d be half of the minimum of the three distances.
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First, the radial direction ρcyl, measured from the singularity, is divided into two

intervals with boundaries 0, d+ δ, and ρcylmax, where

ρcylmax(ϕ) = −ρ′(ϕ) +
√

1− r′2x − r′2y + ρ′2(ϕ) (111)

and

ρ′(ϕ) = r′xcos(ϕ) + r′ysin(ϕ). (112)

This results in a cylindrical core containing the singularity with a washer, whose hole

may be off center, wrapped around it. Second, the height of the parent cylinder is

divided into the three intervals with boundaries at −1, r′z−d−δ, r′z+d+δ, and 1. The

resulting six regions, with quadrature points, can be seen on the right of Fig. 24. Let

S1 and S2 be the nonsingular subcylinders, given in cylinderical coordinates (ρ, ϕ, z)

as S1 = [0, d+ δ]× [0, 2π]× [r′z + d+ δ, 1], S2 = [0, d+ δ]× [0, 2π]× [−1, r′z − d− δ],

and let W1,W2,W3 be the washers, given in cylindrical coordinates as W1 = [d +

δ, ρcylmax]× [0, 2π]× [r′z + d+ δ, 1], W2 = [d+ δ, ρcylmax]× [0, 2π]× [r′z − d− δ, r′z + d+ δ],

W3 = [d+ δ, ρcylmax]× [0, 2π]× [−1, r′z − d− δ]. Then (90) becomes

∫
Ω\Vδ(r′)

φj(r)

|r− r′|k
dr

=

(∫ d+δ
cos θ

δ

∫ π
4

0

+

∫ d+δ
sin θ

δ

∫ 3π
4

π
4

+

∫ − d+δ
sin θ

δ

∫ π

3π
4

)∫ 2π

0

φj(r)ρ2 sin θ

|r− r′|k
dϕdθdρ

+
2∑
i=1

∫
Si

φj(r)

|r− r′|k
ρdϕdzdρ+

3∑
i=1

∫
Wi

φj(r)

|r− r′|k
ρdϕdzdρ. (113)

Only the middle subcylinder contains a singularity; the quadrature rule for it is

described in the previous subsection and is mapped to this region. The remaining

regions can be integrated in cylindrical coordinates (ρcyl, ϕ, z), with Gaussian quadra-
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ture used in ρcyl and z, and the midpoint rule in ϕ. Specifically, with Gauss point-

weights (t`, w
t
`) defined on [0, 1], each cylinder with no singularity uses n3

cyl points and

weights in cylindrical coordinates given by

{(ti,
2π(j + 0.5)

ncyl
, tk) : 1 ≤ i, j, k ≤ ncyl},

{ 2π

ncyl
wtiw

t
k : 1 ≤ i, j, k ≤ ncyl}.

(114)

Using nρw, nϕw, and nzw to denote the number of points on the washer regions in each

direction, the quadrature points and weights are given in cylindrical coordinates by

{(ti,
2π(j + 0.5)

nϕw
, tk) : 1 ≤ i ≤ nρw, 1 ≤ j ≤ nϕw, 1 ≤ k ≤ nzw},

{2π

nϕw
wtiw

t
k : 1 ≤ i ≤ nρw, 1 ≤ j ≤ nϕw, 1 ≤ k ≤ nzw}.

(115)

Since it is best to use twice as many points in the ϕ direction, let nw = nρw so that

a total of 2n3
w points and weights are on each washer. Counting all six subregions,

the cylinder uses a total of N = 3n3 + 2n3
cyl + 6n3

w points; the points and weights are

converted to Cartesian coordinates. Our code provides the option to allow further

subdivisions in case a cylinder or washer has a dimension that is significantly larger

than one of its other dimensions.

3.4.3 M -Point Tensor-Product Quadratures for a Cylinder

To construct the quadrature weights defined in (89) for a set of tensor-product

nodes corresponding to 1-D Gauss points on [−1, 1] or uniform points over [0, 2π], we

will first define the interpolation functions. We will use Lagrange interpolation in ρ

and z and Fourier interpolation for ϕ. Let mρ, mϕ, and mz be the number of sample

points in ρcyl, ϕ, and z, respectively. Since twice as many points are needed in the ϕ
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Figure 25: Interpolation points on the cylinder with circles when ϕ is a free variable
and m = 3 and M = 54.

direction, let m = mρ so that M = 2m3 sample points are used. Shown in Fig. 25,

the interpolation points are

{(ti,
2π(j + 0.5)

mϕ

, tk) : 1 ≤ i ≤ mρ, 1 ≤ j ≤ mϕ, 1 ≤ k ≤ mz}, (116)

where t` are the Gauss points defined on [0, 1]. For the basis functions, let `ρi (ρ) be

the ith Lagrange polynomial for ρ, given by

`ρi (ρ) =
∏

1≤p≤mρ,p 6=i

ρ− tp
ti − tp

. (117)

The kth Lagrange polynomial for z is similar. The Fourier interpolation polynomial

for the ϕ direction can be shown to have the form

`ϕj (ϕ) =



1
mϕ

sin(mϕ(ϕ−ϕj)/2)

sin((ϕ−ϕj)/2)
: mϕ is odd and ϕ 6= ϕj,

1
mϕ

sin(mϕ(ϕ−ϕj)/2)

sin((ϕ−ϕj)/2)
cos((ϕ− ϕj)/2) : mϕ is even and ϕ 6= ϕj,

1 : ϕ = ϕj.

(118)

Multiplying the basis functions together yields

Lcyli,j,k(ρ, ϕ, z) = `ρi (ρ)`ϕj (ϕ)`zk(z). (119)
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Letting r be the Cartesian coordinates for (ρ, ϕ, z), Li,j,k(r) = Lcyli,j,k(ρ, ϕ, z). Then,

renaming and reindexing Li,j,k(r) as φj(r), we get a set of basis functions that satisfies

(86). Next, we use our N -point quadrature rule over the cylinder to integrate the

basis functions against the singular kernel, as in (89). This produces the weights wj,k.

Finally, the integral over the cylinder with radius 1 and bases satisfying z = −1 and

z = 1 is given by (88).

3.5 M -Point Tensor-Product Quadratures for a Sphere or Ellipsoid

For the sphere, no subdivisions are ever made. First, we provide a brute-force

quadrature rule for a singularity at any point inside the sphere. Second, we give basis

functions for interpolation.

3.5.1 Quadrature Rule over a Sphere for a Singular Kernel

We consider the unit sphere for Ω. In terms of (90), we want to calculate

∫
Ω\Vδ(r′)

φj(r)

|r− r′|k
dr =

∫ ρmax

δ

∫ π

0

∫ 2π

0

φj(r)

|r− r′|k
ρ2 sin(θ)dϕdθdρ, (120)

where ρmax will be given later. Using spherical coordinates (ρ, ϕ, θ) to reduce the

singularity, we use a midpoint rule for the azimuthal angle ϕ and Gauss quadrature

for ρ and θ.

The nϕ points and weights for the azimuthal angle are given by

ϕk = 2π

(
k +

1

2

)
/nϕ, wϕk = 2πk/nϕ. (121)

Let nθ one-dimensional gauss points and weights over [0, 1] be denoted by (tj, w
t
j).
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Then, the points and weights (θj, w
θ
j ) for the angle of inclination are given by

θj,k = πtj, wθj,k = πwtj. (122)

For a fixed singularity r′, let

ρ′(ϕ, θ) = r′xcos(ϕ)sin(θ) + r′ysin(ϕ)sin(θ) + r′zcos(θ). (123)

Then, in terms of ϕ and θ, the maximum value of ρ is given by

ρmax(ϕ, θ) = −ρ′(ϕ, θ) +
√

1− r′2x − r′2y − r′2z + ρ′2(ϕ, θ). (124)

Let nρ one-dimensional gauss points and weights over [0, 1] be denoted by (ti, w
t
i).

Thus, for fixed angles ϕk and θj, we map a gauss point-weight pair (ti, w
t
i) to its

corresponding radius and weight (ρi, w
r
i ) by

ρi,j,k = (ρmax(ϕ, θ)− ρmin) ti + ρmin,

wρi,j,k = (ρmax(ϕ, θ)− ρmin)wti .

(125)

where ρmin = δ if a sphere around the singularity is excluded. Otherwise, ρmin = 0.

Matching indices, we now have a set of N = nρnϕnθ points and weights on the sphere

given by

{(ρi,j,k, θj,k, ϕk) : 1 ≤ i ≤ nρ, 1 ≤ j ≤ nϕ, 1 ≤ k ≤ nθ},

{wρi,j,kw
θ
j,kw

ϕ
k : 1 ≤ i ≤ nρ, 1 ≤ j ≤ nϕ, 1 ≤ k ≤ nθ}.

(126)

Letting n = nϕ = nθ, we take nρ = 2n for a total of N = 2n3 points to get the

best results. The points are converted to Cartesian coordinates. A set of quadrature

points on the unit sphere is depicted in Fig. 26.
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A similar method can be used to find a set of quadrature points on an ellipse by

scaling the axis of the ellipse to a sphere. Letting n = nρ, we take nϕ = nθ = 2n

for a total of N = 4n3 points to get the best results. The distribution of quadrature

points is similar to the distribution for the sphere, shown in Fig. 26. For an explicit

description, let a, b, and c be the semi-axis length in the x, y, and z directions,

respectively. Also let the ellipsoid be centered at (x0, y0, z0). Then the equation for

the ellipse is

(x− x0)2

a2
+

(y − y0)2

b2
+

(z − z0)2

c2
= 1. (127)

Expanding the terms and moving the constant ones to the right, we have

x2

a2
+
y2

b2
+
z2

c2
−
(

2xx0

a2
+

2yy0

b2
+

2zz0

c2

)
= 1− x2

0

a2
+
y2

0

b2
+
z2

0

c2
. (128)

In spherical coordinates,

ρ2

(
1

a2
cos2(φ) sin2(θ) +

1

b2
sin2(φ) sin2(θ) +

1

c2
cos2(θ)

)
− 2ρ

(
x0 cos(φ) sin(θ)

a2
+
y0 sin(φ) sin(θ)

b2
+
z0 cos(θ)

c2

)
= 1− x2

0

a2
− y2

0

b2
− z2

0

c2
.

(129)

For convenience, let

q1 =
x2

0

a2
+
y2

0

b2
+
z2

0

c2
,

q2(ϕ, θ) =
x0 cos(ϕ) sin(θ)

a2
+
y0 sin(ϕ) sin(θ)

b2
+
z0 cos(θ)

c2
,

and

q3(ϕ, θ) =
cos2(ϕ) sin2(θ)

a2
+

sin2(ϕ) sin2(θ)

b2
+

cos2(θ)

c2

(130)
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so that

q3(ϕ, θ)ρ2 − 2q2(ϕ, θ)ρ = 1− q1. (131)

Next, we factor out the coefficient for ρ2 and complete the square in terms of ρ to get

q3(ϕ, θ)

[
ρ2 − 2

q2(ϕ, θ)

q3(ϕ, θ)
ρ+

(
q2(ϕ, θ)

q3(ϕ, θ)

)2
]

= 1− q1 +
q2(ϕ, θ)2

q3(ϕ, θ)
. (132)

Solving for ρ, we arrive at

ρmax(ϕ, θ) =
q2(ϕ, θ)

q3(ϕ, θ)
+

√
(1− q1 +

q2(ϕ, θ)2

q3(ϕ, θ)
)/q3(ϕ, θ). (133)

Letting (x0, y0, z0) = −(r′x, r
′
y, r
′
z),

ρmax(ϕ, θ) = −q2(ϕ, θ)

q3(ϕ, θ)
+

√
(1− q1 +

q2(ϕ, θ)2

q3(ϕ, θ)
)/q3(ϕ, θ). (134)

Letting n = nρ, we take nϕ = nθ = 2n for a total of N = 4n3 points to get the best

results.

3.5.2 M -Point Tensor-Product Quadratures for a Sphere

Similarly, to construct the quadrature weights defined in (89) for a tensor product

nodes of 1-D Gauss points on [−1, 1] or uniform points over [0, π] or [0, 2π], we will

first define the interpolation functions. We will use Lagrange polynomials in ρ and

the double Fourier basis described in [34] and [4] for ϕ and θ. Let mρ, mϕ, and mθ

be the number of sample points in ρ, ϕ, and θ, respectively. If m is specified for the

sphere then m = mρ = mϕ = mθ. Tests have shown that mϕ = mθ gives the best

results. Shown in Fig. 26, a brief, initial description of the interpolation points is
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Figure 26: Sample points on the unit sphere. Left: Quadrature points when r′ =
(0.2,−0.3,−0.6) and n = 8; right: Interpolation points with circles when ϕ is a free
variable, m = 3, and M = 42.

given by

{(ti,
πj

mϕ

,
πk

mθ

) : 1 ≤ i ≤ mρ, 0 ≤ j ≤ 2mϕ − 1, 0 ≤ k ≤ mθ}. (135)

where t` are the mρ gauss points defined on [0, 1]. For the basis functions, let `ρi (ρ)

be the ith Lagrange polynomial for ρ, given by

`ρi (ρ) =
∏

1≤p≤mρ,p 6=i

ρ− tp
ti − tp

. (136)

Defining

`θp,q,k(θ) =


sin(qθk)sin(qθ) : p is odd,

1
cqck

cos(qθk)cos(qθ) : p is even,

(137)

where cq = 2 if q = 0 or mθ and cq = 1 otherwise, the basis function for ϕ and θ is

given by

`ϕ,θj,k (ϕ, θ) =
1

mϕmθ

2mϕ−1∑
p=0

mθ−mod(p,2)∑
q=mod(p,2)

`θp,q,k(θ)e
imϕ(ϕ−ϕj), (138)
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where i =
√
−1 in this equation, and only this equation. Multiplying the basis

functions together yields

Lsphi,j,k(ρ, ϕ, θ) = `ρi (ρ)`ϕ,θj,k (ϕ, θ). (139)

Letting r be the Cartesian coordinates for (ρ, ϕ, θ), Li,j,k(r) = Li,j,k(ρ, ϕ, θ). Renam-

ing and reindexing Li,j,k(r) as φj(r), we get a set of basis functions that satisfies (86).

Then, the interpolation formula for f(r) is

f(r) ≈
mρ∑
i=1

2mϕ−1∑
j=0

mθ∑
k=0

f(ρi, ϕj, θk)Li,j,k(ρ, ϕ, θ). (140)

This formula is valid unless the Kronecker delta property is needed; there are many

terms in the summation that share the same sample point if we consider Cartesian

coordinates. Specifically, taking k = 0 or mθ and fixing i in (ρi, ϕj, θk) determines

the sample point regardless of the value j takes. Thus, the basis functions fail to

satisfy the Kronecker delta property in Cartesian coordinates. After calculating the

weights according to (89) for the 2mρmϕ(mθ + 1) points given in (135), we determine

which ones are not unique and add them together; the integral is then calculated with

M = mρ(2mϕ(mθ−1)+2) distinct points in Cartesian coordinates according to (88).

This is equivalent to consolidating all basis functions with k = 0 or mθ and defining

a new one for each i by

L̂i,k(ρ, θ) =

2mϕ−1∑
j=0

Li,j,k(ρ, ϕ, θ). (141)

An example of L̂i,k(ρ, θ) is given in Fig. 27. With an implied change of coordinates,
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Figure 27: A plot of L̂i,k(ρ, θ) when mθ = 3. The Kronecker delta property is satisfied
at θ = 0, π/3, 2π/3, π. Note that the function does not depend on the φ axes, which
goes into the page.

the basis functions in the new interpolation formula

f(r) ≈
mρ∑
i=1

(
f(ρi, ϕ0, θ0)L̂i,0(ρ, θ) + f(ρi, ϕ0, θmθ)L̂i,mθ(ρ, θ)

+

mθ−1∑
k=1

2mϕ−1∑
j=0

f(ρi, ϕj, θk)Li,j,k(ρ, ϕ, θ)

) (142)

satisfy the Kronecker delta property in Cartesian coordinates. In practice, we have

obtained the same results regardless of whether we consolidate the points or use them

with a pseudo-Kronecker delta property.

For interpolation over an ellipsoid, the interpolation points and basis functions

defined on the sphere are used with mappings between the sphere and ellipsoid. The

mapping from the sphere to the ellipsoid is given by

(x, y, z) 7→ (ax, by, cz) (143)

and the mapping from the ellipsoid to the sphere is given by

(x, y, z) 7→ (x/a, y/b, z/c), (144)
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where a, b, and c are again the semi-axes lengths in the x, y, and z directions. The

distribution of interpolation points is similar to the distribution for the sphere, shown

in Fig. 26.

3.6 Algorithm Outline

The algorithm for calculating the weights in (89) does not heavily depend on the

shape of the domain Ω. Here, we will provide an outline of the algorithm with some

notes about what considerations each domain requires. While similar, considerations

for the rectangular prism and ellipsoid are not given here.

The input to the algorithm consists of the dimensions of Ω, the location of the

singularity r′, the radius δ of the spherical exclusion Vδ, the number m of interpolation

points in each direction, the number n of one dimensional brute-force quadrature

points in spherical coordinates for the subregion containing the singularity, and the

number nreg, ncyl, or nw of one dimensional brute-force quadrature points for any

subregions not containing the singularity. The dimensions and directions are defined

in Cartesian, cylindrical, and spherical coordinates for the cuboid, cylindrical, and

spherical regions, respectively. Spherical regions do not have any subregions.

If the domain is not spherical, the first step is to determine if subdivisions are

necessary given the location of the singularity r′. If they are, the dimensions of each

subregion must be calculated. If desired, these subregions can be further subdivided

until no region has a single dimension that is significantly larger than any other

dimension.

After all required subregions are specified, the brute-force quadrature rule is made.



69

Points and weights are calculated for subregions not containing the singularity accord-

ing to formula (98) for the cube and formulas (114) and (115) for the cylinder. For

all domains, there is a subregion, perhaps identical to Ω, that contains the singular-

ity. Using spherical coordinates, points and weights are calculated for this subregion

according to the formulas (97), (110), and (126) for the cuboid, cylindrical, and spher-

ical regions, respectively. Note that the formula for the cuboid gives the points and

weights for only one of the six pyramids that make up the cuboid.

Next, the sample points for interpolation are calculated according to (101), (116),

and (135) for the cuboid, cylindrical, and spherical regions, respectively. The basis

functions are defined by these interpolation points so there is no need to construct

them.

Finally, the desired tensor-product quadrature rule is made by calculating the brute

force integrals of the basis functions against the singular kernel, according to (89).

The points for the tensor-product quadrature rule are the interpolation points and

the weights are the wj,k in (89). For the sphere, the number of sample points and

weights can be reduced by combining the weights that correspond to the same points

in Cartesian coordinates.

The output from the algorithm is the set of sample points and corresponding

weights wj,k. When implemented in computer code, these points and weights can

be saved to a file for use in the future. Thus, the algorithm needs to only be used

once for each set of inputs even if there are many integrals to calculate. If the domain

of integration has different dimensions from the one used to calculate the weights wj,k,

the Jacobian given by (91) can be used to calculate the correct integral at runtime.
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3.7 Numerical Results

We use our method to approximate several integrals, subdividing the domain when

necessary as in Fig. 22 and Fig. 24. For convenience, let R = |r− r′| in this section.

In each test we increase the value of M and place the singularity at the interpolation

point closest to the boundary to show the most difficult case; as M increases, the

singularity will get closer to the boundary. When the denominator contains R3, even

if we reduce the order of the singularity in some way, δ is taken as half of the distance

from the singularity to the boundary; otherwise δ = 0. All reference solutions are

calculated with our method by performing the brute-force integral with twice as many

quadrature points in each direction. While not reported here, we also check our results

against Mathematica’s NIntegrate function to make sure our method converges to the

same value Mathematica’s does [1].

There are three tests we perform for when the domain is a cube, cylinder, or

sphere; we have obtained good results for when the domain is a rectangular prism or

an ellipsoid, but they are not provided here. First, we take f(r) = cos(R) in (84)

and consider the kernels 1/R, 1/R2, and 1/R3. Second, we repeat the test for sin(R).

Since sin(R) has a cusp at R = 0, we take f(r) = sin(R)/R and consider the kernels

1, 1/R, 1/R2. While not necessary to get good convergence for sin(R)/R3, we will

take δ to be nonzero to illustrate good convergence for when an exponential function

is split into sine and cosine by Euler’s formula.

Third, we show a convergence result from a more realistic scenario. Consider a
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Green’s function defined by the matrix

G(r, r′) = (I +
1

k2
∇∇)

e−ikR

4πR
, (145)

where I is the identity matrix. This is the Green’s function in Chapter 4. Let u be

the unit vector in the direction of r− r′. Then the hypersingular part of G(r, r′) has

the same behavior as

H(r, r′) = (I− 3u⊗ u)
cos(R)

R3
. (146)

H(r, r′) is a symmetric matrix whose entries are defined by

Hu,v(r, r
′) =

(
δuv − 3

(ru − r′u)(rv − r′v)

R2

)
cos(R)

R3
, (147)

where δu,v is the Kronecker delta and u, v take the values x, y, z. As the second term

in the parenthesis depends on the variable of integration, we build on (89) by defining

wu,vj =
N∑
i=1

(
δuv − 3

(ru − r′u)(rv − r′v)

|ri − r′|2

)
φj(r̂i)

|r̂i − r′|3
ŵi. (148)

The difference in the weights wu,vj removes the singularity from the diagonal entries

of H(r, r′) so the integral over any sphere centered at r′ is zero. Since, in a realistic

scenario, H(r, r′) is multiplied by a basis function that destroys any symmetry, we

take Ĥ(r, r′) = b(r)H(r, r′), where b(r) = (rx + 1/2)2(ry + 1/4)2(rz + 1/8)2 + 1. Thus,

we use an exclusion Vδ(r
′) to get good convergence. Then, we can integrate the entries

of Ĥ(r, r′) by the interpolation formula

∫
Ω\Vδ(r′)

Ĥu,v(r, r
′)dr ≈

M∑
j=1

b(rj)cos(|rj − r′|)wu,vj . (149)
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Figure 28: The log10 relative error of the integrals of cos(R)/Rk (left) and sin(R)/Rk

(right) when Ω is the cube Ω = [−1, 1]3. M = m3 sample points are used in (88).

Figure 29: The log10 relative error of the integral of the entries of Ĥ(r, r′) when Ω is
the cube Ω = [−1/4, 1/4]3. Each point corresponds to an entry of Ĥ for a given m;
the line is a linear fit for all points. M = m3 sample points are used in (88).

3.7.1 Numerical Results for when Ω is a Cube

We take Ω = [−1/4, 1/4]3 when integrating Ĥu,v(r, r
′), but take Ω = [−1, 1]3 for

f(r) = cos(R) or f(r) = sin(R)/R, for which machine error was quickly reached.

Convergence results are given in Fig. 28 for the first two tests and in Fig. 29 for the

third test. Our approximations are calculated using n = nreg = 32 for all tests except

cos(R)/R3 and Ĥu,v(r, r
′); in these cases, n = 64. N is 53,248 and 1,601,536, respec-

tively. The code is given permission to subdivide the nonsingular regions further,

which will increase N .
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Figure 30: The log10 relative error of the integrals of cos(R)/Rk (left) and sin(R)/Rk

(right). In the x, y, and z directions, basis functions were of degree m − 1, m, and
m, respectively. Ω is a rectangular prism.

Figure 31: The log10 relative error of the integral of the entries of Ĥ(r, r′). In the x,
y, and z directions, basis functions were of degree m− 1, m, and m, respectively. Ω
is a rectangular prism.

3.7.2 Numerical Results for when Ω is a Rectangular Prism

Second, we will consider when the domain of integration is a rectangular prism.

Let Ω = [0, 1.2] × [0, 1.8] × [0, 2] when f(r) = cos(R) or f(r) = sin(R)/R. When

integrating Ĥu,v(r, r
′), we divide each dimension of the prism by 4. Convergence

results are given in Fig. 30 and Fig. 31, respectively. We took n = nreg = 16

for all tests except cos(R)/R3 and Ĥu,v(r, r
′); in these cases, n = 64. The code

is given permission to subdivide the nonsingular regions further, which increases N

significantly; this becomes more necessary the more the cuboid region is deformed.
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Figure 32: The log10 relative error of the integrals of cos(R)/Rk (left) and sin(R)/Rk

(right) when Ω is a cylinder. M = 2m3 sample points are used in (88).

Figure 33: The log10 relative error of the integral of the entries of Ĥ(r, r′) when Ω is
a cylinder. Each point corresponds to an entry of Ĥ for a given m; the line is a linear
fit for all points. M = 2m3 sample points are used in (88).

3.7.3 Numerical Results for when Ω is a Cylinder

Ω is a cylinder of radius 1/4 and height 1/2. Convergence results are given in

Fig. 32 for the first two tests and in Fig. 33 for the third test. Our approximations

are calculated using n = ncyl = 16 and nw = 64 for all tests except cos(R)/R3

and Ĥu,v(r, r
′); in these cases, n = 64. N is 3,166,208 and 3,940,352, respectively.

The code is given permission to subdivide the nonsingular regions further, which will

increase N .
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Figure 34: The log10 relative error of the integrals of cos(R)/Rk (left) and sin(R)/Rk

(right) when Ω is a sphere. M = mρ(2mϕ(mθ − 1) + 2) sample points are used in
(88).

Figure 35: The log10 relative error of the integral of the entries of Ĥ(r, r′) when Ω is
a sphere. Each point corresponds to an entry of Ĥ for a given m; the line is a linear
fit for all points. M = mρ(2mϕ(mθ − 1) + 2) sample points are used in (88).

3.7.4 Numerical Results for when Ω is a Sphere

Ω is a sphere of radius 1 when f(r) = cos(R) or f(r) = sin(R)/R, but Ω is a

sphere of radius 1/4 when integrating Ĥu,v(r, r
′). Convergence results are given in

Fig. 34 for the first two tests and in Fig. 35 for the third test. Our approximations

are calculated using n = 64 for all tests. N = 524, 288. It is not possible to give the

code permission to subdivide the sphere.

3.7.5 Numerical Results for when Ω is an Ellipsoid

Fifth, we will consider when the domain of integration is an ellipsoid. Let Ω be

an ellipsoid with semi-axes a = 1/4, b = 3/16, and c = 1/12. Convergence results
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Figure 36: The log10 relative error of the integrals of cos(R)/Rk (left) and sin(R)/Rk

(right) when Ω is an ellipsoid. M = mρ(2mϕ(mθ − 1) + 2) sample points are used in
(88).

Figure 37: The log10 relative error of the integral of the entries of Ĥ(r, r′) when Ω
is an ellipsoid. Each point corresponds to an entry of Ĥ for a given m; the line is a
linear fit for all points. M = mρ(2mϕ(mθ − 1) + 2) sample points are used in (88).

are given in Fig. 36 for the first two tests and in Fig. 37 for the third test. Our

approximations are calculated using n = 128 for all tests. N = 8, 388, 608. It is not

possible to give the code permission to subdivide the ellipsoid.

3.8 Future Work for Integrating Singularities via Interpolation

Throughout the derivations for this new quadrature method, no integrals were

actually calculated over a domain containing a singularity that have not been removed

by the Jacobian for spherical coordinates. The singularity was removed by several

techniques; we introduced a spherical exclusion Vδ centered at the singularity, we

collected the singular kernel with sin(R) to interpolate sin(R)/R, or we used spherical
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coordinates so that the Jacobian would cancel with the singularity. Thus, the final

calculation described here can be correctly described as providing accurate results

for regular and near-singular integrands. Thus, a natural extension of this work

would be to rewrite the formulas for when the singularity is outside the domain Ω,

meaning the integral over Ω is near-singular. Since the cube and rectangular prism

are useful for h-refinement in VIEs, code has already been written that uses the tensor

product of a large number of Gauss points in place of (97) and (98) for the brute-force

integration step. However, using this code requires generating more sets of weights

than is desirable. Future work will include improving this approach to provide an

accurate and efficient way to calculate the near-singular integrals that arise when

performing h-refinement.

Implementations for cubes, rectangular prisms, cylinders, spheres, and ellipsoids

have been written and produce good convergence results. However, many other ge-

ometries are used when solving VIEs. Specifically, tetrahedrons are very common in

integral equation code and this method should be adapted to use them. One reason

that tetrahedrons are often used is that, similar to cubes, they are easy to subdivide.

Assume that there is a subtetrahedron containing a singularity, which uses brute-force

integration in spherical coordinates similar to those that the pyramids use in (97),

but with different limits of integration. Then the remaining subtetrahedrons do not

contain a singularity and the brute-force integration can be handled by a tensor prod-

uct of Gauss points on the cube [0, 1]3 that are mapped to the standard tetrahedron
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Figure 38: Regular quadrature points (left) and interpolation points (right) on the
tetrahedron. While not shown here, the distribution of points in the singular region
is similar to Fig. 21.

with vertices at (0, 0, 0), (1, 0, 0), (0, 1, 0), and (0, 0, 1) by the trilinear mapping

(x, y, z)→
(
x− xy

2
− xz

2
− xyz

3
, y − xy

2
− yz

2
− xyz

3
, z − xz

2
− yz

2
− xyz

3

)
, (150)

whose Jacobian is

1− x− y − z +
x2

4
+
y2

4
+
z2

4
+

5xy

6
+

5xz

6
+

5yz

6

− x2y

6
− xy2

6
− x2z

6
− xz2

6
− y2z

6
− yz2

6

− xyz

2
+
x2yz

12
+
xy2z

12
+
xyz2

12
.

(151)

This mapping attempts to minimize the amount of clustering that occurs from map-

ping points from the cube to the tetrahedron while also providing an easy way to

increase the number of sample points to obtain greater accuracy. The resulting set

of points has some symmetry, as seen in Fig. 38. Interpolation can be performed

as linear, quadratic, cubic, etc. in each direction with a Vandermonde matrix; this

approach results in Lagrange polynomials defined over the tetrahedron. The main

difficulty lies selecting sample points that lead to good interpolation. Thus far, good
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results have been obtained for polynomials that are linear and quadratic in each direc-

tion by working with points similar to the ones Keast uses in his quadrature formulas

[20]. For integrating b(r) ∗ cos(R), where b(r) = (rx + 1/2)2(ry + 1/4)2(rz + 1/8)2 + 1

again, the linear basis functions lead to integration error around 1 × 10−3 and the

quadratic basis functions lead to integration error around 4 × 10−4. Higher order

interpolation has not been tested yet and convergence needs to be verified.

One the main difficulties in implementing the quadrature rule in (87) is that the

weights have to be precalculated for a specific domain with specific dimensions and

value for δ. The domain can then be scaled and the Jacobian is given by (91).

However, it is often desirable to use a more complicated elemental mapping than a

function that, in terms of the resulting Jacobian, merely scales the size of the domain.

As suggested in the discussion of the Jacobian for the scaling map, the difficulty in

using a more complicated mapping lies in the fact that we cannot deform the spherical

exclusion Vδ. Therefore, we can use nonlinear mappings that do not perturb the

spherical shape of Vδ to change the shape of the domain Ω. Since the only sample

point in Vδ is at the center of Vδ, the mapping only has to have a constant Jacobian

on the boundary of Vδ and at the center of Vδ. It is expected that this approach will

introduce more error than the elemental mappings employed in other volume integral

methods such as the finite element method. This mapping has not been implemented.

In this chapter, we simply stated that the error due to the quadrature rule in

(87) is due to two parts: brute-force integration and interpolation. This simple

observation is sufficient for using (87) to calculate integrals in Chapter 4. However,

more sophisticated error estimates were derived for the one dimensional Newton-Cotes
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rules in [24][45][42][14][37][41][26][25]. As such, future work includes formulating error

estimates that correspond to (87).

Finally, some work on adapting the new quadrature rule defined by (87) to two di-

mensions was done for the Poisson-Boltzmann models in the previous chapter. While

an especially wasteful quadrature rule was used when the implementation proved to

be less trivial than expected, we expect that a two dimensional analog of this method

would produce excellent results once properly implemented.

3.9 Summary for Integrating Singular Integrands in Three Dimensions

In this chapter we have proposed a way to generate accurate and efficient tensor-

product quadrature formula for hypersingular functions over cubes, rectangles, spheres,

ellipsoids, and cylinders. The quadrature rule is derived from direct brute-force

quadratures through an interpolation technique for the smooth part of the integrand.

The resulting tensor product quadrature, which can be pre-computed and tabulated,

can reproduce the brute-force quadrature results with only a small number of samples

of the integrand.



CHAPTER 4: SOLAR CELLS

4.1 The Vector Wave Equation and its Corresponding Integral Equation

Maxwell’s equation are the foundation of classical electromagnetism. With them,

we will derive a vector wave equation with a corresponding integral representation.

The integral equation will be used to solve for the electric field via a Nyström volume

integral equation method. This chapter will closely follow [9].

4.1.1 Maxwell Equations

We begin with the time-harmonic Maxwell equations as given in [6]. Let E be the

electric field, D be the electric displacement flux, B be the magnetic flux density,

H be the derived magnetic field, Jm be the magnetic current, Je be the steady free

charge current density, ρe be the electric charge, ρm(≡ 0) be the magnetic charge,

ε be the permittivity, and µ be the permeability. Then the time-harmonic Maxwell

equations in materials are

∇× E = −iωµH− Jm, (152)

∇×H = iωεE + Je, (153)

∇ ·D = ρe, (154)

∇ ·B = ρm. (155)
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Since the equations are for time-harmonic fields, the time dependence is contained

in exp(iωt) and factored out. For two materials with different constants (ε1, µ1) and

(ε2, µ2) with an interface σ, the corresponding boundary conditions are

[n×H] = n× (H2 −H1) = Je(σ), (156)

[n× E] = n× (E2 − E1) = −Jm(σ), (157)

[n ·B] = n · (µ2H2 − µ1H1) = ρm(σ), (158)

[n ·D] = n · (ε2E2 − ε1E1) = ρe(σ), (159)

where n is a normal vector pointing into material 2, [·] is the jump across σ, and the

subscripts 1, 2, and σ denote the location the quantity is defined.

The vector wave equations follow from the Maxwell equations. Dividing (152) by

µ and applying ∇×, we get

∇× 1

µ
∇× E = −iω∇×H−∇× 1

µ
Jm. (160)

Using (153) to substitute replace H with E,

∇× 1

µ
∇× E − ω2εE = −iωJe −∇×

1

µ
Jm (161)

is the vector wave equation for E. Let Ω be the set of inhomogeneities, ∂Ω the

boundary of Ω, Σ the set of boundaries between layers as in Fig. 39, L = ∇× 1
µ
∇×,

and Jm = 0. Then the vector wave equation is given by

LE(r) − ω2ε(r)E(r) = −iωJe(r), r ∈ R3\(Σ ∪ ∂Ω), (162)

where Je(r) is due to a source far away and above the layered region. The incident
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Figure 39: A scatterer Ω in a layered medium, whose boundaries make up Σ.

wave is

Einc(r) = −iωµ(r)

∫
R3

GE(r, r′) · Je(r′)dr′, (163)

where GE(r, r′) is the Green’s function given by

LGE(r, r′) − ω2εL(r)GE(r, r′) =
1

µ(r)
Iδ(r− r′), r ∈ R3. (164)

Specifically for a homogeneous medium,

GE(r, r′) = GE(r′, r) =

(
I +

1

k2
∇∇

)
g(r, r′)

=
e−ikR

4πR
(I− u⊗ u)− ie−ikR

4πR2k
(I− 3u⊗ u)− e−ikR

4πR3k2
(I− 3u⊗ u),

(165)

where k2 = ω2εiµi, εi = εL(r), u = (r− r′)/R, ⊗ the outer product for vectors, and

g(r, r′) =
1

4π

e−ikR

R
, R = |r− r′|. (166)

The inhomogeneities Ω have a different dielectric constant ε than the surrounding

medium. Let ε(r) = εL(r) + ∆ε(r), ∆ε(r) = 0, r /∈ Ω. Next, the equivalent current
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source accounts for the inhomogeneity by Jeq(r) = iω∆ε(r)E(r) so that the vector

wave equation can be written as

LE(r) − ω2εL(r)E(r) = −iωJ(r), (167)

where J(r) = Je(r) + Jeq(r).

4.1.2 Integral Equation Derivation

Let r′ ∈ Ω, and let Vδ = Vδ(r
′) ⊂ Ω be a small sphere centered at r′ to eventually

exclude. Following [38], we proceed by considering each coordinate separately. Let e

be any of the Cartesian basis vectors. Then we multiply (167) by G
1

E(r, r′) · e to get

LE1(r) ·G1

E(r, r′) · e − ω2εE1(r) ·G1

E(r, r′) · e = −iωJe(r) ·G1

E(r, r′) · e. (168)

We get a second equation by multiplying (164) by E1 on the left and by e on the

right to get

E1(r) · LG
1

E(r, r′) · e − ω2εE1(r) ·G1

E(r, r′) · e =
1

µ(r′)
E1(r) · eδ(r− r′). (169)

Taking the difference of these two equations, we get

LE1(r) ·G1

E(r, r′) · e− E1(r) · LG
1

E(r, r′) · e

= −iωJe(r) ·G1

E(r, r′) · e − 1

µ
E1(r) · eδ(r− r′). (170)
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Taking the integral over R3\Vδ gives

∫
R3\Vδ

dr
[
LE1(r) ·G1

E(r, r′) · e

− E1(r) · LG
1

E(r, r′) · e
]

= −iω

∫
R3\Vδ

dr
[
Je(r) ·G1

E(r, r′) · e
]
. (171)

For the derivative operator L, we have the identity

(Lf) · g − f · (Lg) = ∇ · 1

µ
[ (∇× f)× g + f × (∇× g)]. (172)

(171) becomes

∫
R3\Vδ

dr ∇ · 1

µ

[
(∇× E1(r))×G

1

E(r, r′) · e + E1(r)×
(
∇×G

1

E(r, r′) · e
)]

= −iω

∫
R3\Vδ

dr Je(r) ·G1

E(r, r′) · e. (173)

By Gauss’s divergence theorem, we get

−
∫
∂S∪Σ

ds n · 1

µ(r)

[
(∇× E1(r))×G

1

E(r, r′) · e

+ E1(r)×
(
∇×G

1

E(r, r′) · e
)]

= −iω

∫
R3\Vδ

dr
[
Je(r) ·G1

E(r, r′) · e
]
, (174)

where Sδ = ∂Vδ(r) and the normal n on Sδ is pointing out of Vδ(r). Taking n on

Σ to be pointing in the same direction, the integrals over Σ will cancel due to the
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boundary conditions that require tangential components to be continuous:

[n× (g × n)]Σi = 0, [n× (h× n)]Σi = 0,

n× [E1(r)]Σi = 0, n× [H1(r)]Σi = 0. (175)

Switching r and r′, we have

− iωµ(r)

∫
R3\Vδ

dr′ GE(r, r′) · J(r′)− µ(r)

∫
Sδ

ds′
[
iω GE(r, r′) · (n×H(r′))

− 1

µ(r′)
∇×GE(r, r′) · (n× E(r′))

]
= 0, r ∈ Ω. (176)

If δ → 0, the CPV is obtained. Since the inhomogeneities are handled by the

dielectric constant, we will disregard the layers Σ and assume the Green’s function

everywhere is for a homogeneous medium. Future work will include introducing layers.

Note that in the limit of δ → 0, it is valid to assume the Green’s function on Sδ is

well approximated by the Green’s function for a homogeneous medium. The integral

over Sδ can be estimated when δ is small since kR� 1 leads to

GE(r, r′) =
1

4πk2R3
(I− 3uRuR) +O

(
1

R2

)
, (177)

∇′ ×GE(r, r′) =
1

4πR2
uR × I +O

(
1

R

)
, (178)

where uR = (r′−r)/R. This implies that [12][39]:

lim
δ→0

∫
Sδ

ds′ n× E(r′) · ∇ ×GE(r′, r) = − [I− LVδ ] · E(r), (179)

lim
δ→0

∫
Sδ

ds′ n×H(r′) ·GE(r′, r) = − 1

k2
LVδ · ∇ ×H(r), (180)
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and the L-dyadic for when Vδ is a sphere is given by [44]:

LVδ =
1

3
I. (181)

Returning to our integral equation, after evaluating the limit as δ → 0, we now

have

0 = Einc(r)− iωµ(r)p.v.

∫
R3

dr′Jeq(r
′) ·GE(r′, r)

+ LVδ
·
[
iωµ(r)

1

k2
∇×H(r′) + E(r)

]
− E(r), r ∈ Ω. (182)

Applying Ampère’s law (153) yields

0 = Einc(r)− iωµ(r)p.v.

∫
R3

dr′ Jeq(r
′) ·GE(r′, r)

+ LVδ
·
(

i

ω
J

)
− E(r), r ∈ Ω. (183)

Since J(r) = Jeq(r) = iω∆ε(r)E(r) inside Ω, the VIE for r ∈ Ω is given by

C · E(r) = Einc(r)− iωµ(r) p.v.

∫
Ω

dr′ iω∆ε(r′)E(r′) ·GE(r′, r), (184)

where

C = I + LVδ ·∆ε(r). (185)

However, the Cauchy principle value is difficult to evaluate in practice and it is de-

sirable to exclude the spherical region Vδ. This can be accomplished through use of

the Helmholtz decomposition.
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4.2 Derivation of the Integral Equation Based on the Helmholtz Decomposition

While (184) can be used with a fixed δ in a VIE method, it is desirable to know how

the choice of δ will affect our approximation to E. In this section, we will rederive

(184) with the role of δ made explicit.

4.2.1 The Helmholtz Decomposition and the Helmholtz Equation

The Helmholtz vector decomposition is given verbatim as follows in [6]. For a

differentiable vector field W(r) = (W1(r),W2(r),W3(r))T, r ∈ Ω ⊂ R3, where Ω is

simply connected with a Lipschitz-continuous boundary, there exists a unique vector

potential Φ(r) and a scalar potential q(r) (unique up to a constant) such that the

following orthogonal decomposition holds:

W = W1 + W2 ≡ ∇×Φ +∇q, (186)

where W1 = ∇ × Φ is the solenoid field with zero divergence and W2 = ∇q is the

irrotational field with zero vorticity, and Φ(r) and q(r) satisfy the following elliptic

systems with corresponding boundary conditions:

−∇2Φ = ∇×W, ∇ ·Φ = 0, (187)

n×Φ = 0 on ∂Ω, (188)

and

∇2q = ∇ ·W, (189)

∇q · n = W · n on ∂Ω. (190)
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Assuming Jm = 0 and ρm = 0, (155) gives

∇ ·B = 0. (191)

Then, by the Homholtz decomposition provides for the existence of a vector potential

A where

B = ∇×A. (192)

Inserting (192) into (152),

∇× (E + iωA) = 0. (193)

The Helmholtz decomposition for E + iωA provides for the existence of a scalar

function Ve, where E + iωA = −∇Ve so that

E = −iωA−∇Ve. (194)

Putting this expression into the vector wave equation (161) for E,

LA − ω2εA + iωε∇Ve = Je. (195)

The vector identities

∇× cf = ∇c× f + c∇× f (196)

and

∇×∇×A = −∇2A +∇(∇ ·A) (197)

can be used to manipulate the vector wave equation (195) to get

−∇2A− k2A +∇(∇ ·A) + iωεµ∇Ve + µ

(
∇ 1

µ

)
×∇×A = µJe. (198)
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Using the Lorentz gauge ∇ ·A = −iωεµVe and following [36], we have

∇2A + k2A− µ
(
∇ 1

µ

)
×∇×A = −µJe. (199)

Since we will take µ to be constant, we arrive at the usual Helmholtz equation for

the components of A:

∇2A + k2A = −µJe. (200)

A similar derivation gives

∇2A + k2A = −µJ, (201)

where J is again given by J(r) = Je(r) + Jeq(r).

4.2.2 Integral Equation Derivation

From the theory of Green’s functions, an integral representation solution to (201)

is

A = µ

∫
R3

dr′J(r′)g(r, r′). (202)

Let Vδ ⊂ Ω be a sphere of radius δ centered at r. Since supp(Je(r)) ∩ Ω = ∅ and

Jeq(r) = iω∆ε(r)E(r),

A = µ

∫
R3\Ω

Je(r
′)g(r, r′)dr′ + µ

∫
Ω

Jeq(r′)g(r, r′)dr′

= µ

∫
R3\Ω

Je(r
′)g(r, r′)dr′ + µ

∫
Ω

iω∆ε(r′)E(r′)g(r, r′)dr′

= µ

∫
R3\Ω

Je(r
′)g(r, r′)dr′ + µ

(∫
Ω\Vδ

+

∫
Vδ

)
iω∆ε(r′)E(r′)g(r, r′)dr′.

(203)

Since r ∈ Vδ, only the last integral will contain a singularity. Returning to the

Helmholz decomposition for E given by (194), the Lorentz gauge condition ∇ ·A =
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−iωεµV gives [36]

E = −iωA +
1

iωεµ
∇(∇ ·A) = −iω

[
I +

1

k2
∇∇

]
A. (204)

Inserting the integral representation for A, we have

E =− iω

[
I +

1

k2
∇∇

] [
µ

∫
R3\Ω

Je(r
′)g(r, r′)dr′

+ µ

(∫
Ω\Vδ

+

∫
Vδ

)
iω∆ε(r′)E(r′)g(r, r′)dr′

]
=− iωµ

∫
R3\Ω

Je(r
′)

[
I +

1

k2
∇∇

]
g(r, r′)dr′

− iωµ

∫
Ω\Vδ

iω∆ε(r′)E(r′)

[
I +

1

k2
∇∇

]
g(r, r′)dr′

− iωµ

[
I +

1

k2
∇∇

] ∫
Vδ

iω∆ε(r′)E(r′)g(r, r′)dr′

(205)

Using GE(r, r′) =
(
I + 1

k2
∇∇

)
g(r, r′) and Einc(r) = −iωµ(r)

∫
R3 GE(r, r′) · Je(r′)dr′,

E =Einc(r)− iωµ

∫
Ω\Vδ

iω∆ε(r′)E(r′)GE(r, r′)dr′

− iωµ

[
I +

1

k2
∇∇

] ∫
Vδ

iω∆ε(r′)E(r′)g(r, r′)dr′. (206)

In order to calculate the last integral accurately, a small digression is necessary.

Let R = |r− r′| and consider the Taylor expansion of g(r, r′):

g(r, r′) =
1

4πR
− ik

4π
+

(ik)2

4π

R

2!
− (ik)3

4π

R2

3!
+

(ik)4

4π

R3

4!
− (ik)5

4π

R4

5!
+ · · · (207)

Let g0(r, r′) = 1
4πR

be the first term of the Taylor expansion. Then g̃(r, r′) = g(r, r′)−

g0(r, r′) has the real part of its singularity reduced. The imaginary part has its

singularity reduced by our choice of interpolation, given later.
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Also, Integrating the dominate part of the singular term, we get the L-dyadic for

when Vδ is a sphere [22][44]:

∇∇
∫
Vδ

g0(r, r′)dr′ = −
∫
∂Vδ

(r− r′) un(r′)

4π|r− r′|3
ds′ = −LVδ = −1

3
I, (208)

where un(r′) is the unit normal vector at r′. By subtracting and adding the term

∇∇
∫
Vδ
g0(r, r′)∆ε(r)E(r)dr′, we get

∇∇
∫
Vδ

dr′∆ε(r′)E(r′)g0(r, r′)

= ∇∇
∫
Vδ

g0(r, r′)∆ε(r)E(r)dr′ +

∫
Vδ

∇∇g0(r, r′) [∆ε(r′)E(r′)−∆ε(r)E(r)] dr′

= −LVδ∆ε(r)E(r) +

∫
Vδ

∇∇g0(r, r′) [∆ε(r′)E(r′)−∆ε(r)E(r)] dr′.

(209)

The remaining integral has the singularity reduced by one order because the electric

field at r is subtracted. The remaining singularity is O(1/R2) and can be removed

through the use of spherical coordinates.

Returning to the VIE derivation, (206) can now be written as

C · E = Einc(r)− iωµ
∫

Ω\Vδ
iω∆ε(r′)GE(r, r′) · E(r′)

+ ω2µ

∫
Vδ

dr′∆ε(r′)E(r′)g(r, r′)

+
ω2

k2
µ

∫
Vδ

dr′∆ε(r′)∇∇g̃(r, r′) · E(r′)

+
ω2

k2
µ

∫
Vδ

dr′∇∇g0(r, r′) [∆ε(r′)E(r′)−∆ε(r)E(r)] ,

(210)

where C = I + LVδ · ∆ε(r) = I + 1
3
I · ∆ε(r). We have assumed that ∆ε(r)E(r) is

differentiable in Vδ and Hölder continuous. While the last three integrals are necessary
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for calculating the CPV correctly, they can be omitted if δ is small enough that the

desired accuracy can be obtained without them. The contribution of the integrals

over Vδ are on the following orders:∣∣∣∣ ∫
Vδ

∆ε(r′)E(r′)g(r, r′)dr′
∣∣∣∣ ≤ C1||∆εE||∞δ

2,∣∣∣∣ ∫
Vδ

∆ε(r′)∇∇g̃(r, r′) · E(r′)dr′
∣∣∣∣ ≤ C2||∆εE||∞δ

2,∣∣∣∣ ∫
Vδ

∇∇g0(r, r′) [∆ε(r′)E(r′)−∆ε(r)E(r)] dr′
∣∣∣∣ ≤ C3||∆εE||2,∞δ

2,

(211)

where C1, C2, C3 are constants; ‖ · ‖∞ and ‖ · ‖2,∞ are the L∞(Vδ) norms of a function

and its second derivative, respectively.

4.3 Nyström Collocation Method for VIEs

We will use a Nyström method to numerically solve (210). Let Ω =
⋃N
i=1 Ωi where

Ωi are discrete regions such as cubes, rectangles, cylinders, spheres, or ellipsoids. On

each Ωi, let {φij : 1 ≤ j ≤ M} be a set of scalar basis functions that satisfy the

Kronecker-delta property. For some coefficients cij, E(r) can be expressed as

E(r) =
N∑
i=1

M∑
j=1

cijφij(r), r ∈Ωi. (212)

Letting V ij
δ be the exclusion centered at rij, (210) becomes

C · cij = Einc
ij + ω2µ

N∑
n=1

M∑
m=1

[∫
Ωn\V ijδ

∆ε(r′)ḠE(rij, r
′)φnm(r′)

]
· cnmdr′

+ ω2µ
M∑
m=1

[∫
V ijδ

∆ε(r′)g(rij, r
′)φim(r′)

]
· cimdr′

+
ω2µ

k2

M∑
m=1

[∫
V ijδ

∆ε(r′)∇∇g̃(rij, r
′)φim(r′)

]
· cimdr′

+
ω2µ

k2

M∑
m=1

∫
V ijδ

∇2g0(rij, r
′) [∆ε(r′)φim(r′)−∆εijφim(rij)] · cimdr′.

(213)
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Thus far, the integrals over V ij
δ have been evaluated by a brute-force quadrature

in spherical coordinates. Meanwhile, due to the Kronecker-delta property of the

basis functions, the integrals over Ωn\V ij
δ can be evaluated with only one function

evaluation each if the sample points for the quadrature rule with point-weight pairs

(rk`, wk`) coincide with the sample points for the basis functions:

ω2µ
N∑
n=1

M∑
m=1

[∫
Ωn\V ijδ

∆ε(r′)ḠE(rij, r
′)φnm(r′)dr′

]
· cnm

= ω2µ
N∑
n=1

M∑
m=1

[
N∑
k=1

M∑
`=1

∆ε(r′)ḠE(rij, rk`)φnm(rk`)wk`

]
· cnm

= ω2µ
N∑
n=1

M∑
m=1

[
∆ε(r′)ḠE(rij, rnm)wnm

]
· cnm.

(214)

If a singularity is present in the above integral, even if rij = rnm, it is accounted

for by the quadrature weights wk` given by the formulas (89) and (148). While

(214) represents the speed increases of the Nyström method, the exact nature of the

approximations are not given explicitly. To elucidate the series of approximation made

in the Nyström method, let Ee be the exact solution for the electric field defined by

the integral equation (210). Next, assume that basis functions with p sample points

are used in (212). Let Ep be the projection of Ee onto the subspace spanned by

these basis functions. Ep corresponds to (213). As p increases, Ep → Ee. Next, we

approximate Ep by discretizing the integrals in (213) with a q point quadrature rule.

Recall that the sample points for the quadrature rule are the sample points of the

basis functions used in (212). Let Ep,q be the result of solving (213) with discretized

integral operators. As q increases, Ep,q → Ep. In the Nyström collocation method,

we take p = q and increase them both at the same rate so that we take advantage of
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the speed increase in (214). In the numerical results section, we verify that Ep,q → Ee

as p and q increase together.

Before giving the final matrix for a the VIE, a digression is necessary to comment

on how the quadrature rule integrates the Green’s function. Recall that

GE(r, r′) =
e−ikR

4πR
(I− u⊗ u)− ie−ikR

4πR2k
(I− 3u⊗ u)− e−ikR

4πR3k2
(I− 3u⊗ u), (215)

where u = (r−r′)/R and ⊗ the outer product for vectors. The weights for integrating

GE(r, r′) contain both the singularity and the dyadic, directional part u⊗ u so that

the convergence of the quadrature formula (87) depends on the ability of the basis

functions to accurately interpolate e−ikR = cos(kR)+i sin(kR), similar to the situation

in Figs. 28–36. As stated for those figures, sin(kR)/R is interpolated instead of

sin(kR) whenever possible to avoid the cusp at R = 0 present in sin(kR); doing so

reduces the singularity present in the imaginary part of the Green’s function.

The resulting matrix equation has the form

V · ~c =


Vxx Vxy Vxz

Vyx Vyy Vyz

Vzx Vzy Vzz

 ·


cx

cy

cz

 =


Einc
x

Einc
y

Einc
z

 , (216)

where V is an easily invertible Fredholm operator. The matrix equation is solved by

GMRES.

4.4 Numerical Results

We provide numerical results pertaining to several aspects of our method. First,

we confirm that the correction terms are order δ2. Second, we demonstrate that our
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Table 10: Convergence of the nonzero matrix entries when the singularity is at center
when correction terms are omitted.

δ = 0.1 δ = 0.05 δ = 0.025 δ = 0.0125
Integral 3.985701 4.017024 4.024872 4.026835
Error 4.1784E-2 1.0461E-2 2.613E-3 6.5E-4
Order - 2 2 2
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Figure 40: Difference of matrix entries when δ = 0.1 vs δ = 0.001 when correction
terms are omitted (a) and when they are included (b).

Nyström method obtains p-convergence. Third, we illustrate the efficiency of our

method in handling a large number of scatterers.

4.4.1 The Correction Terms

In a first test, consider a cube with a singularity at its center. Then consider

δ taking several values, approaching 0. Table 10 shows that the nonzero integrals

converge at the expected rate of δ2 when the correction terms are omitted from (213).

Including the correction terms in (213) results in δ-independent matrix entries, as

shown in Fig. 40. The same behavior has been observed in the many other cases that

arise in computing the matrix entries. As such, the exact details of the computational

experiment have been omitted.
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4.4.2 p-Convergence

In a second test, convergence of the VIE solution under the relative L2 function

norm is verified when the number of basis functions, and therefore quadrature points,

is increased. The relative L2 norm of the difference between a reference Eref and an

approximation Ep is defined by

‖Ep − Eref‖L2(Ω)

‖Eref‖L2(Ω)

, (217)

where

‖E‖L2(Ω) =

√∫
Ω

|Ex|2 + |Ey|2 + |Ez|2dr

=

√∫
Ω

re(Ex)2 + im(Ex)2 + re(Ey)2 + im(Ey)2 + re(Ez)2 + im(Ez)2dr,

(218)

where | · | is the complex modulus. The integrals required for the norm are calculated

by a brute-force integration method. This test is performed when the scatterer is

a single cube, cylinder, or sphere, and the results are given in Figs. 41–43. The

incident wave is Einc = ixe
ikz, where k = 1, though better results have been obtained

for different incident waves. The reference solution is taken to be when m is one

value larger for the cube and cylinder, and it is taken to be the MIE series solution

to Maxwell’s equations for the sphere. The MIE solution is given by

E(r, θ, φ) =
∞∑
n=1

in(2n+ 1)

n(n+ 1)

(
cnM

(1)
o1n − idnN

(1)
e1n

)
, (219)
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Figure 41: Convergence under the L2 function norm for a cube with sides of length
2. Linear fit is given by −0.57m+ 1.1.

where

cn =
jn(ka)[kah

(1)
n (ka)]′ − h(1)

n (ka)[kajn(ka)]′

jn(mka)[kah
(1)
n (ka)]′ − h(1)

n (ka)[mkajn(mka)]′
;

dn =
mjn(ka)[kah

(1)
n (ka)]′ −mh(1)

n (ka)[kajn(ka)]′

m2jn(mka)[kah
(1)
n (ka)]′ − h(1)

n (x)[mkajn(mka)]′
,

(220)

and the vector special harmonics are

M
(1)
o1n =


0

cosφ · πn(cos θ)jn(mkr)

− sinφ · τn(cos θ)jn(mkr)

 , (221)

N
(1)
e1n =


n(n+ 1) cosφ · sin θ · πn(cos θ)

jn(mkr)

mkr

cosφ · τn(cos θ)
[mkrjn(mkr)]′

mkr

− sinφ · πn(cos θ)
[mkrjn(mkr)]′

mkr

 . (222)

In the above formulas, m is the refractive index of the sphere relative to the ambient

medium, a the radius of the sphere and k is the wave number of the ambient medium.

The functions jn(z) and h
(1)
n (z) are the spherical Bessel functions of first and third
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Figure 42: Convergence under the L2 function norm for a cylinder of radius 1 and
height 2. Linear fit is given by −0.48m+ 0.07.

kind, respectively, and their derivatives have the relations

[zjn(z)]′ = zjn−1(z)− njn(z); [zh(1)
n (z)]′ = zh

(1)
n−1(z)− nh(1)

n (z), (223)

where πn(cos θ) and τcos θ have the relations

πn =
2n− 1

n− 1
cos θ · πn−1 −

n

n− 1
πn−2; τn = n cos θ · πn − (n+ 1)πn−1, (224)

with

π0 = 0;π1 = 1;π2 = 3 cos θ; τ0 = 0; τ1 = cos θ; τ2 = 3 cos 2θ. (225)

To illustrate the efficiency of the quadrature rule defined by (87), Table 11 shows the

CPU time required for calculating the matrix entries for the sphere using our new

tensor-product weights as well as using a brute-force approach. The other domains

have produced similar timing results.
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Figure 43: Convergence under the L2 function norm for a sphere of radius 1. Linear
fit is given by −0.89m+ 0.59.

Table 11: Timing results for matrix construction for a single spherical domain.

m M Matrix Size Interpolated weights Brute-force
2 24 72×72 3ms 1.2h
3 72 216×216 32ms 20.7h
4 160 480×480 126ms -
5 300 900×900 382ms -
6 504 1512×1512 1171ms -

4.4.3 Many Scatterers

In a third test, we consider a large number of scatterers in random arrangements,

seen in Fig. 44. For cuboid scatterers, we considered a 15 × 15 × 3 = 675 random

arrangement with 27 collocation points for each cube with a side length of 0.5; required

CPU time was 19 minutes. For spherical scatterers, we considered a 12×12×3 = 432

random arrangement with 42 collocation points for each sphere of radius 1; required

CPU time was 22 minutes.
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Figure 44: Ex, Ey, Ez for an arrangement of cubes (left) and an arrangement of spheres
(right).
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4.5 Future Work Concerning Scatterers

In the future, we would like to make a realistic model of a solar cell instead of

a random arrangement of scatterers. One issue with is that the method does not

produce good results when scatterers are too close. Thus, the near-singular behavior

of the Green’s function corresponding to a singularity in a nearby region needs to be

addressed, possibly through the quadrature rule itself. A second issue is that while the

code can handle the different types of scatterers at the same time, it is not clear what

the ideal arrangement of scatters should be. In fact, finding the ideal arrangement of

scatterers is one of the primary goals of this work and more sophisticated tests must

be devised in order to find it. This effort will be aided with the development of the

Green’s function for layered media.

Thus far, the correction terms in (213) over Vδ have been calculated with 4,096

sample points in spherical coordinates. Since the integrands are simpler than Ĥ

in (149), the novel quadrature rule introduced in chapter 3 should be suitable for

handling these integrals over the sphere Vδ. However, even using only M = 42 sample

points in (87), the integral over Vδ is computationally expensive compared to the

dominant integral over Ω\Vδ, which requires only one sample point in the Nyström

collocation method. Because the weights in (89) become very time consuming to

calculate when δ is small, say when δ < 10−3, it is desirable to find a better way to

approximate the correction terms. Otherwise, computational resources will limit the

order of the VIE’s accuracy to δ2 = 10−6.

A second topic for future work involves adjusting the basis functions to account for
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corner singularities in the electric field. These arise when the boundary between two

materials with distinct dielectric constants has sharp corners. In the case of the cube

and cylinder, there are edges whose interior angles are α = π/2 and the problem is

two-dimensional. For now, we ignore the three-dimensional problem associated with

the vertices of the cube and proceed in a simplified way. Then the electric field, under

certain conditions, near the edge can be expressed in polar coordinates (ur,uϕ) as

[39]:

E(r, ϕ) =
Aν

r1−ν [cos(ν(ϕ+ α))ur − sin(ν(ϕ+ α))uϕ] , (226)

where ν = π/(2π − α) = 2/3. Since E(r, ϕ) behaves differently under different

circumstances, we only require that (226) has a very weak singularity 1/r1−ν , ν >

0, and the electric field depends on the angle ϕ. For now, we will also work in

two dimensions, on a square, and we will use the moving least-squared technique

found in [18] to construct basis functions similar to those found in intrinsic finite

element method literature. The moving least squared technique begins with a set of

monomials, stored in a vector p(x, y). For bi-linear or bi-quadratic interpolation,

p(x, y) = (1, x, y, xy),

p(x, y) = (1, x, y, x2, xy, y2, x2y, xy2, (xy)2).

(227)

Next, we add to the vector p(x, y) all the functions that will capture the singularity.

In our case, we add four functions of the form E(r, ϕ)/A that have been recentered and

rotated to the corners of the square appropriately. For sample points in the moving

least-square method, we use the tensor-product of Gauss points, where the total

number of sample points must be equal to or greater than the length of p(x, y). For a
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Table 12: Approximate absolute errors due to interpolation. Since the singularity is
in the span of the IXFEM basis, its convergence rate is dominated by error due to
interpolating cos(

√
x2 + y2).

Near corner (r < 0.02) Near center (r > 0.05)
Degree IXFEM FEM IXFEM FEM

bi-linear 0.5 2 0.3 0.3
bi-quadratic 0.05 1.5 0.006 0.2

bi-cubic 0.01 1.5 0.006 0.06
bi-quartic 0.0002 1 0.0001 0.03

function to attempt to approximate, let e(x, y) be the sum of cos(
√
x2 + y2) and four

singular functions 2E(r, ϕ)/A, where E(r, ϕ) is recentered and rotated to the corners

of the square appropriately. We test convergence by attempting to interpolate e(x, y)

with the moving least-square functions (IXFEM), which contain the singularities in

the span of p(x, y), and the Lagrange polynomials (FEM) that correspond to the

monomials in p(x, y). Table 12 shows the convergence for both sets of basis functions.

Unfortunately, the moving least-square basis functions require a matrix inversion to

be calculated each time they are evaluated and they fail to satisfy the Kronecker

delta property. There is a possibility that the technique could be modified to product

basis functions with the Kronecker delta property, which is required for the Nyström

collocation method. The moving least-square basis functions are often referred to as

intrinsic extended finite element method basis functions. For extrinsic extended finite

element method basis functions, function evaluation does not involve matrix inversion

and, for a function u to be interpolated, we have [17]

u(x, y) ≈
N∑
i=1

Ni(x, y)ui +
N ′∑
j=1

M∑
k=1

N̂j(x, y)ψk(x, y)aj,k, (228)

where Ni(x, y) and N̂j(x, y) are the usual Lagrange basis functions, ui are the usual
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interpolation coefficients, ψk(x, y) contain the information about the corner singu-

larities, and aj,k are the interpolation coefficients for the singular part. However,

even after modifying the interpolation formula, as described in [17], only the usual

Lagrange basis functions satisfy the Kronecker delta property. At this time, con-

vergence as the basis functions increase in degree is uncertain; in the finite element

method, extrinsic extended finite element method basis functions are only ever used

when N̂j(x, y) are linear. Finally, even though these extrinsic basic functions are

not as computationally intensive as the intrinsic basis functions, they introduce the

additional unknowns aj,k into the matrix equation, increasing the memory and time

requirements for constructing the matrix. In summary, if the general nature of the

singularity is known, the basis functions can be adjusted by utilizing intrinsic or ex-

trinsic extended finite element method basis functions so that the family of functions

containing the singularity is in the span of the basis functions. Then, the error due

to interpolation is independent of the singularity’s presence.

4.6 Summary for Modeling Scattering with the Maxwell Equations

In this chapter, an accurate and efficient Nyström VIE method was developed to

simulate the scattering of multiple cubes, cylinders, and spheres. Special attention

was given to integrating the hyper-singular dyadic Green’s function through the intro-

duction of correction terms and interpolated quadrature weights. Numerical results

confirm that exponential p-convergence is obtained.



CHAPTER 5: CONCLUSION

This dissertation is concerned with more than presenting models of the physical

world. Throughout, it has emphasized mathematical analysis, techniques, and prin-

cipals. Thus, the first part of the conclusion will give a brief overview of the models

presented in chapters 2 and 4. The second part will summarize the most significant

mathematical topic presented in the dissertation, the treatment of singular integrands.

5.1 Models of Physical Phenomena

In chapter 2, the electrostatic potential was calculated when inhomogeneities were

present in a layered medium. These inhomogeneities took the form of an ion channel

and a Janus particle. For the ion channel, we demonstrated that the potential and

self energy inside the channel can be computed to a high degree of accuracy. This

is significant in the study of selectivity filters present in ion channels that utilize

diffusion. Specifically, one application of the ion channel model is to determine why

one type of atom can pass through a channel and another cannot. For the Janus

particle, we showed that our method can capture how the gradient of the electrostatic

potential changes with the dielectric constants for each hemisphere. Since a small

number of Janus particles are introduced to a given substance to affect how it behaves

with respect to electromagnetic stimuli, being able to capture their behavior is a

fundamental step towards modeling colloidal substances containing Janus particles.
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In chapter 4, electromagnetic wave scattering due to a set of inhomogeneities was

calculated. Analysis of the scattering can give information concerning how much

energy was absorbed by the object from a given incident wave. This information is

necessary for investigating the relationship between rough surfaces, made from several

simple geometries, and the amount of energy absorbed. Moreover, the analysis must

be repeated for many different geometries and many different incident waves. The

strength of our method lies in its efficiency, which makes this analysis for a large

number of physical circumstances possible.

5.2 Singular Integrands

Each topic addressed in this dissertation dealt with the special treatment of singular

integrands. As such, the fact that they arise through the use of Green’s functions

and must be handled appropriately is the common thread that links the topics of this

dissertation.

In chapter 2, the Green’s function was weakly singular. Even though the Green’s

function’s first and second derivatives were used, they were only used in circumstances

where they contributed a weakly singular integrand. Specifically, the first normal

derivative is made of two parts, the strongly singular gradient of the Green’s function

and the normal vector to the boundary. Since the gradient part contains the vector r−

r′, which is orthogonal to the normal vector when r = r′, the strongly singular nature

of the first normal derivative is reduced to a weakly singular integrand. This reduction

occurs because we consider the integral equations on the boundary. In contrast, the

part of the second normal derivative that is hyper-singular on the boundary is only
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strongly singular in general, i.e., working on the boundary reduces the term that is, in

general, hyper-singular to weakly singular and increases a second term from strongly

singular to hyper-singular. Thus, we only consider the second normal derivative

as the difference across the boundary, which is only weakly singular. Since all of

the singularities can be treated in a weakly singular way after some mathematical

manipulation, they can be removed through the introduction of polar coordinates

centered at the singularity. In this sense, the singular integrals in chapter 2 are easy

to compute accurately as the difficulties, due to strong and hyper-singularities, were

addressed through mathematical manipulations.

In chapter 3, a general method for handling singular integrands in was introduced.

While the method was presented in three dimensions, it can be applied to other spaces

as long as an analog of polar or spherical coordinates is available. Since the Jacobian

for spherical coordinates (ρ, φ, θ) contains ρ2, this method can handle weak and strong

singularities with ease; in this way, the spherical coordinates used in chapter 3 play

the exact same role as the polar coordinates in chapter 2. Furthermore, this method

illustrates its efficiency in approximating the CPV of hyper-singular integrals because,

even when a large number of sample points are required in spherical coordinates to

handle the singularity, the number of sample points required at runtime depends only

on the nonsingular part of the integrand.

In chapter 4, the Green’s function was hyper-singular. First, there is the issue

of singular integration when the singularity is in the domain of integration Ω. The

method in chapter 3 was used to approximate the CPV by omitting a sphere Vδ from

Ω. Then, the task is reduced to calculating the integral over Vδ; it is broken into
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the integral over the weakly singular parts and the hyper-singular part. The hyper-

singular part is approximated by subtracting the first term of the Taylor expansion

for the nonsingular part. However, the problem remains that the integral over Vδ is

computationally intense. Fortunately, if the correction terms are omitted, we commit

an error on the order of δ2, which is acceptable in many circumstances.

In conclusion, singular integrals are usually best handled in a way that accounts

for the context from which they arise. However, general methods that rely on polar

or spherical coordinates can be relevant if a way to reduce the number of required

sample points is introduced.
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APPENDIX A: ANALYTICAL FORM FOR GREEN’S FUNCTION IN A THREE

LAYER MEDIUM

Recall from (12) the definition of G in terms of Gmod,j and Pj. The coefficients

of Gmod,j must be chosen to satisfy the boundary conditions in (4). The resulting

function G is as follows.

First, for a shorthand, let us define

g = (ε1η̃1 − ε2η̃2)(ε2η̃2 − ε3η̃3)e−2η̃2D + (ε1η̃1 + ε2η̃2)(ε2η̃2 + ε3η̃3).

For r′ ∈ Ω1, we have

G(r, r′) =


P1(r, r′) + 1

2π

∫ +∞
−∞

∫ +∞
−∞ dkxdkye

ikx(x−x′)eiky(y−y′)A1(kρ, z, z
′), ∈ Ω1,

1
2π

∫ +∞
−∞

∫ +∞
−∞ dkxdkye

ikx(x−x′)eiky(y−y′) [B1(kρ, z, z
′) + C1(kρ, z, z

′)] , r ∈ Ω2,

1
2π

∫ +∞
−∞

∫ +∞
−∞ dkxdkye

ikx(x−x′)eiky(y−y′)D1(kρ, z, z
′), r ∈ Ω3,

(229)

where

A1(kρ, z, z
′) =e−η̃1z

eη̃1(2D−z′)

4ε1η̃1πg

[
(ε1η̃1 + ε2η̃2)(ε2η̃2 − ε3η̃3)e−2η̃2D

+(ε1η̃1 − ε2η̃2)(ε2η̃2 + ε3η̃3)] ,

B1(kρ, z, z
′) =e−η̃2z

eη̃1(D−z′)−η̃2D

2πg
(ε2η̃2 − ε3η̃3),

C1(kρ, z, z
′) =eη̃2z

eη̃1(D−z′)−η̃2D

2πg
(ε2η̃2 + ε3η̃3),

D1(kρ, z, z
′) =eη̃3z

eη̃1(D−z′)−η̃2D

πg
ε2η̃2.
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For r′ ∈ Ω2, we have

G(r, r′) =



1
2π

∫ +∞
−∞

∫ +∞
−∞ dkxdkye

ikx(x−x′)eiky(y−y′)A2(kρ, z, z
′), r ∈ Ω1,

P2(r, r′) + 1
2π

∫ +∞
−∞

∫ +∞
−∞ dkxdkye

ikx(x−x′)eiky(y−y′)

· [B2(kρ, z, z
′) + C2(kρ, z, z

′)] ,

r ∈ Ω2,

1
2π

∫ +∞
−∞

∫ +∞
−∞ dkxdkye

ikx(x−x′)eiky(y−y′)D2(kρ, z, z
′), r ∈ Ω3,

(230)

where

A2(kρ, z, z
′) = e−η̃1z e(η̃1−η̃2)D

2πg

[
(ε2η̃2 − ε3η̃3)e−η̃2z

′
+ (ε2η̃2 + ε3η̃3)eη̃2z

′]
,

B2(kρ, z, z
′) = e−η̃2z e−η̃2z

′

4ε2η̃2πg
(ε2η̃2 − ε3η̃3)[(ε1η̃1 + ε2η̃2)− (ε1η̃1 − ε2η̃2)e2η̃2(z′−D)],

C2(kρ, z, z
′) = eη̃2z e−2η̃2D

4ε2η̃2πg
(ε1η̃1 − ε2η̃2)[(ε2η̃2 − ε3η̃3)e−η̃2z

′
+ (ε2η̃2 + ε3η̃3)eη̃2z

′
],

D2(kρ, z, z
′) = eη̃3z e

−η̃2z
′

2πg
[(ε1η̃1 + ε2η̃2)− (ε1η̃1 − ε2η̃2)e2η̃2(z′−D)].

For r′ ∈ Ω3, we have

G(r, r′) =



1
2π

∫ +∞
−∞

∫ +∞
−∞ dkxdkye

ikx(x−x′)eiky(y−y′)A3(kρ, z, z
′), r ∈ Ω1,

1
2π

∫ +∞
−∞

∫ +∞
−∞ dkxdkye

ikx(x−x′)eiky(y−y′) [B3(kρ, z, z
′) + C3(kρ, z, z

′)] , r ∈ Ω2,

P3(r, r′) + 1
2π

∫ +∞
−∞

∫ +∞
−∞ dkxdkye

ikx(x−x′)eiky(y−y′)D3(kρ, z, z
′), r ∈ Ω3,

(231)

where

A3(kρ, z, z
′) =e−η̃1z

eη̃1D−η̃2D+η̃3z′

πg
ε2η̃2,

B3(kρ, z, z
′) =e−η̃2z

eη̃3z
′

2πg
(ε1η̃1 + ε2η̃2),

C3(kρ, z, z
′) =− eη̃2z e

η̃3z′−2η̃2D

2πg
(ε1η̃1 − ε2η̃2),

D3(kρ, z, z
′) =eη̃3z

−eη̃3z′

4ε3η̃3πg

[
(ε1η̃1 + ε2η̃2)(ε2η̃2 − ε3η̃3)

+ (ε1η̃1 − ε2η̃2)(ε2η̃2 + ε3η̃3)e−2η̃2D
]
.
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APPENDIX B: DERIVATION OF INTEGRAL EQUATIONS FOR THE POISSON-

BOLTZMANN EQUATION

Here we derive (38) and (43) from (37) and (42), respectively. The derivation

matches the one described in [23] and is included here for completeness.

For the outside integral equation, we begin by putting (37), given here, in a suitable

form.

∫
R3\(Ω∪B(r′,ρ)

εout(r)∇ [Gout(r, r
′)∇φout(r)− φout(r)∇Gout(r, r

′)] dr = 0 (232)

Now, we can apply Green’s second identity. The boundary of R3\(Ω ∪ B(r′, ρ)) is

split into five parts, i.e.

0 = I + II + III + IV + V,

Part I: The integral on the infinite interface. As both Ḡ(r, r′) and φ(r) vanish at

infinity, I = 0.

Part II: The integral on the interface of the layered structure. By the boundary

conditions (4), the terms in the integral cancel and II = 0.

Part III: The integral on the side surface of the cylinder

III = −
∫
∂Ω

εout(r)

[
Gout(r, r

′)
∂φout
∂n

(r)− φout(r)
∂Gout

∂n
(r, r′)

]
dS(r).

Part IV: The integral on the surface of the semi-sphere where P+ is the upper

semi-sphere and P− is the lower one.

IV = −
∫
P+∪P−

εout(r)

[
Gout(r, r

′)
∂φout
∂n

(r)− φout(r)
∂Gout

∂n
(r, r′)

]
dS(r).
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Part V: The integral on ∂B(r′, ρ)

V =

∫
∂B(r′,ρ)

εout(r)

[
Gout(r, r

′)
∂φout
∂n

(r)− φout(r)
∂Gout

∂n
(r, r′)

]
dS(r)

= −φout(r′) as ρ→ 0. (233)

Combining I − V yields (38) where S = ∂Ω ∪ P+ ∪ P−.

φout(r
′) =

∫
S

εout(r)

[
φout(r)

∂Gout(r, r
′)

∂n
−Gout(r, r

′)
∂φout(r)

∂n

]
dS(r) (234)

For the inside integral equation, we begin with putting (42) in a suitable form.∫
Ω∪B(r′,ρ)

εins(r)∇ [Gins(r, r
′)∇φins(r)− φins(r)∇Gins(r, r

′)] dr

= −4π
N∑
i=1

qiGins(ri,p)

(235)

As before, we can apply Green’s second identity. The boundary of Ω ∪ B(r′, ρ) is

split into four parts, i.e.

−4π
N∑
i=1

qiGins(ri,p) = I + II + III + IV,

Part I: The integral on the interface of the layered structure. By the boundary

conditions (4), the terms in the integral cancel and I = 0.

Part II: The integral on the side surface of the cylinder

II =

∫
∂Ω

εins(r)

[
Gins(r, r

′)
∂φins
∂n

(r)− φins(r)
∂Gins

∂n
(r, r′)

]
dS(r).

Part III: The integral on the part of surface of the half sphere

III =

∫
P+∪P−

εins(r)

[
Gins(r, r

′)
∂φins
∂n

(r)− φins(r)
∂Gins

∂n
(r, r′)

]
dS(r).
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Part IV: The integral on ∂B(r′, ρ)

IV =

∫
∂B(r′,ρ)

εins(r)

[
Gins(r, r

′)
∂φins
∂n

(r)− φins(r)
∂Gins

∂n
(r, r′)

]
dS(r)

= −φins(r′) as ρ→ 0. (236)

Combining I − IV yields (43) where S = ∂Ω ∪ P+ ∪ P−.

φins(r
′) =

∫
S

εins(r)

[
Gins(r, r

′)
∂φins(r)

∂n
− φins(r)

∂Gins(r, r
′)

∂n

]
dS(r)

+ 4π
N∑
i=1

qiGins(ri, r
′)

(237)

APPENDIX C: THE ELEMENTAL MAPPING WITH CURVILINEAR ELE-

MENTS

All the integrals are performed on the reference triangle with vertices at (0, 0),

(0, 1), and (1, 0). Thus, it is necessary to have a mapping Γ that goes from the

reference triangle to each element on the mesh that covers the boundary. There are

5 different types of elements on the mesh. The mapping matches the one described

in [23] and is included here for completeness. They are as follows.

Case 1: The curved triangle4t is located in the innermost layer of the semi-sphere’s

surface such that it has one node at the north or south pole. Let R be the

radius of the semi-sphere and Xcenter, Ycenter, and Zcenter are the coordinates of

the center of the sphere. Using spherical coordinates (ř, θ̌, φ̌), the mapping is

given by

Γ : r(ξ, η) = (R sin θ̌ cos φ̌+Xcenter, R sin θ̌ sin φ̌+ Ycenter, R cos θ̌ + Zcenter),

(238)
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( 0,1 )

( 1, 0 )

v
1

v
2

Γ

( 0, 0 )

( ξ, η )

v
3

where

θ̌ = (1− ξ − η)θ̌v1 + (ξ + η)θ̌v2 , ψ̌ =


0, ξ = η = 0,

ηφ̌v2+ξφ̌v3
ξ+η

, otherwise.

(239)

The corresponding Jacobian is

∣∣∣∣∣∣∣∣ ∂∂ξ × ∂

∂η

∣∣∣∣∣∣∣∣ =

∣∣∣∣R2 sin(θ̌)
(φ̌v2 − φ̌v3)(θ̌v2 − θ̌v1)

ξ + η

∣∣∣∣ . (240)

Case 2: the curved triangle 4t is located on the semi-sphere surface, but does not

have a node at the north or south pole. Again, let R be the radius of the semi-

sphere and Xcenter, Ycenter, and Zcenter are the coordinates of the center of the

sphere and use spherical coordinates (ř, θ̌, φ̌). The mapping is given by

( 0,1 )

( 1, 0 )

Γ

( 0, 0 )

( ξ, η )

v
1

v
3

v
2

Γ : r(ξ, η) = (R sin θ̌ cos φ̌+Xcenter, R sin θ̌ sin φ̌+ Ycenter, R cos θ̌ + Zcenter),

(241)
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where

θ̌ = (1− ξ)θ̌v2 + ξθ̌v3 , φ̌ = (1− ξ − η)φ̌v1 + (ξ + η)φ̌v3 . (242)

The corresponding Jacobian is

∣∣∣∣∣∣∣∣ ∂∂ξ × ∂

∂η

∣∣∣∣∣∣∣∣ =
∣∣R2 sin(θ̌) (φ̌v1 − φ̌v3)(θ̌v3 − θ̌v2)

∣∣ . (243)

Case 3: The curved triangle 4t is located on the cylindrical surface. Using cylindri-

cal coordinate by (ρ̃, θ̃, z̃), we have

( 0,1 )

( 1, 0 )

Γ

( 0, 0 )

( ξ, η )

v
1

v
3

v
2

Γ : r(ξ, η) = (R cos(θ̃), R sin(θ̃), z̃), (244)

where

θ̃ = (1− ξ − η)θ̃v1 + (ξ + η)θ̃v2 , z̃ = (1− ξ)z̃v1 + ξz̃v3 . (245)

The corresponding Jacobian is

∣∣∣∣∣∣∣∣ ∂∂ξ × ∂

∂η

∣∣∣∣∣∣∣∣ =
∣∣∣R (z̃v3 − z̃v1)(θ̃v2 − θ̃v1)

∣∣∣ . (246)

APPENDIX D: ROTATION MATRICES

The cube, cylinder, and sphere have rotational symmetry. We can take advantage of

this by only calculating the weights wj,k from (89) for when the singularity is located at
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certain interpolation points. When the singularity is located at an interpolation point

for which there is no table, we provide a rotation map R that rotates the domain so

that the singularity coincides with an interpolation point that has a table of weights.

Let the rotation matrix R be defined by R = Rx(α)Ry(β)Rz(γ) so the space is first

rotated around the z-axis; second, it is rotated around the y-axis; last, it is rotated

around the x-axis. The multipliers Rx(α), Ry(β), and Rz(γ) are respectively given

by:
1 0 0

0 cos(α) −sin(α)

0 sin(α) cos(α)

 ,


cos(β) 0 sin(β)

0 1 0

−sin(β) 0 cos(β)

 ,


cos(γ) −sin(γ) 0

sin(γ) cos(γ) 0

0 0 1

 . (247)

Note that 3×3 rotation matrices do not form a commutative group, i.e., Rx(α)Ry(β)Rz(γ) 6=

Rz(γ)Ry(β)Rx(α) in general. For each location of the singularity, corresponding ro-

tation matrices are given in the appendices.

For example, the quadrature formula recorded in the tables for a singularity at

node r′i is ∫
Ω\Vδ(r′i)

f(r)

|r− r′i|k
dr ≈

M∑
j=1

f(rj)wj,k, (248)

and a symmetric node r′′i is related by a rotation matrix R = Rx(α)Ry(β)Rz(γ)

according to

r′′i = Rr′i. (249)

Then, the integral with a singularity located at r′′i can be done with the same quadra-
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ture nodes and weights as in (248) with the help of the rotation matrix R:

∫
Ω\Vδ(r′′i )

f(r)

|r− r′′i |k
dr ≈

M∑
j=1

f(Rrj)wj,k. (250)


