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ABSTRACT. It is well known that any link can be represented by the closure of a braid. The minimum
number of strands needed in a braid whose closure represents a given link is called the braid index of
the link. One of the authors had conjectured that if a link has a reduced alternating diagram which
is also the closure of a braid on n strands, then the braid index of the link is exactly n. In this paper
we prove that this conjecture holds in general indeed. The proof relies on the special formulas of the
HOMFLY polynomial for link diagrams in closed braid forms as well as the Morton-Frank-Williams
inequality. We show that one of our formulas is equivalent to the expansion derived by F. Jaeger, and
our approach provides a combinatorial and shorter proof of his result.

1. INTRODUCTION

It is well known that any link can be represented by the closure of a braid. The minimum number
of strands needed in a braid whose closure represents a given link is called the braid index of the
link. Defined as the extreme value of a quantity over an infinite family of links that are topologically
equivalent like other link invariants (such as the minimum crossing number), the braid index of a link
is hard to compute [1] in general. In the case of the minimum crossing number, there was a long
standing conjecture which states that for a reduced alternating link diagram, the number of crossings
in the diagram is equal to the minimum crossing number of the link. It is known that the span of
the Jones polynomial [9] of a link gives a lower bound on the crossing number of the link. In the case
of a reduced alternating link diagram, it was shown that the span of the Jones polynomial of a link
equals the number of crossings in the diagram, which leads to the proof of the conjecture [12, 17, 24].
In the case of braid index, there is a similar inequality relating the braid index of a link to the a-span
of its HOMFLY polynomial (which is a polynomial of two variables z and a to be defined in the next
section). S. Yamada proved that any link diagram of a given link L with k Seifert circles can be
realized as the closure of a braid on k strands, which implies that the braid index of an oriented link
L equals the minimum number of Seifert circles of all link diagrams of L [25]. In [15], H. Morton
showed that the number of Seifert circles of a link L, hence the braid index of L (in light of Yamada’s
result), is bounded from below by a-span/2+1 (which is called the Morton-Frank-Williams inequality,
or MEW inequality for short). In analogy to the crossing number conjecture for a reduced alternating
link diagram, K. Murasugi conjectured that the number of Seifert circles, hence the braid index, in
such a diagram equals a-span/2 + 1 (the Murasugi Conjecture) [18]. Unfortunately, this conjecture
was proved to be false in general [19], but researchers had shown that the MFW inequality is sharp
for many classes of links (including some non-alternating ones) hence the a-span of the HOMFLY
polynomial for these links can be used to determine their braid index. Examples include the closed
positive braids with a full twist (in particular the torus links) [6], the 2-bridge links and fibered
alternating links [18], and a new class of links discussed in a more recent paper by S. Y. Lee and
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M. Seo [13]. For more readings on related topics, interested readers can refer to J.S. Birman and
W.W. Menasco [2], P.R. Cromwell [4], E.A. Elrifai [5], H. Morton, H. B. Short [16], T. Nakamura [21]
and A. Stoimenow [23].

In this paper we consider the Murasugi Conjecture for a smaller class of alternating links. Specifi-
cally, we consider the case where a link has a closed braid presentation that is also a reduced alternating
link diagram and conjecture that the braid index of the link is the same as the number of strands in
the given braid. One of the authors conjectured that when restricted to this particular class of links,
the Murasugi Conjecture is true. This has been shown to be true for some special cases by K. Hinson
[10]. In this paper we prove that this conjecture holds in general. The proof relies on the special
formulas of the HOMFLY polynomial for closed braids and the ME'W inequality. As a by-product of
the main result, we show that one of our formulas of the HOMFLY polynomial is equivalent to the
expansion derived by F. Jaeger [8]. However, our approach is combinatorial in nature and the proof
of the formula is shorter than the proof in [8].

This paper is structured as follows. In Section 2, we introduce basic definitions and terminology
about link diagrams, braids and the HOMFLY polynomial. We introduce two special classes of
resolving trees for closed braids, in which every vertex is a closed braid and the leaf vertices are closed
braids that represent trivial links. We call these resolving trees descending trees and ascending trees
respectively. In Section 3, we state and prove two formulas expressing the HOMFLY polynomial of a
closed braid as a total contribution of all leaf vertices in our trees and show that the Morton-Frank-
Williams inequality [6, 15] is a direct consequence of these two formulas. In Section 4, we show that
the a-span of the HOMFLY polynomial of a reduced alternating braid on n strands is exactly 2n — 2
and an application of the the Morton-Frank-Williams inequality leads to our main result that the braid
index of a reduced alternating braid equals the number of strands in the braid. Finally, in Section 5,
we show that one of our formulas is equivalent to the expansion of the HOMFLY polynomial derived
by F. Jaeger [8] based on the concept of admissible circuit partitions.

2. BASIC CONCEPTS

2.1. Link diagrams and Reidemeister moves. We assume that the reader has the basic knowledge
about the definition of a link and refer a reader without such knowledge to a textbook such as [1, 3, 14].
For the convenience of the reader, however, we will review one important result that is needed in Section
3.

Figure 1 defines three moves one can make on a link diagram without changing its topology, and
these are called Reidemeister moves of type I, IT and III. In 1993, K. Reidemeister [22] proved that
two link diagrams represent the same link if and only if one diagram can be changed to the other
through a finite sequence of Reidemeister moves.

=) Q)0 KK

FIGURE 1. Reidemeister moves of type I, II and III.

For a given oriented link diagram L, we assign each crossing +1 or —1 according to its sign as defined
in Figure 3. The writhe of L, written as w(L), is the sum of these +1’s and —1’s over all crossings of
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L. However, if we only sum the +1’s and —1’s over crossings between two different components C; and
Cy of the link, then this number is always even and half of it is called the linking number between C;
and Cy. Using the Reidemeister moves, it is easy to show that the linking number is a link invariant.
In particular, if C; and Cy are separated by a topological plane (in which case C; and Cy are said to
be splittable), then the linking number between C; and Cs is zero. We make the following remark for
future reference. Its proof is trivial and is left to the reader.

Remark 2.1. Reidemeister moves of type II and III do not change the writhe of a link diagram hence
link diagrams related by a finite sequence of Reidemeister moves II and III have the same writhe. In
particular, if a link diagram Lo is obtained through L, by a finite sequence of moves that involve only
deformation of segments of the link within planes that are parallel to the projection plane of the link
diagram, then w(Lg) = w(L1) since such moves do not introduce Reidemeister moves of type I. Also,
if L is a link with splittable components C1, Ca, ..., Cr, then w(L) = 3 ;<. w(C;).

A crossing in a link diagram is called nugatory if smoothing it makes the diagram disconnected.
A link diagram is said to be reduced if no crossing in the diagram is nugatory. A link diagram is
alternating if as we travel through the link diagram by any given orientation, the strands go through
the crossings alternately between overpasses and underpasses. For example, the closure of the braid
in Figure 8 is an alternating link diagram. As we mentioned in the introduction, reduced alternating
link diagrams are special since the number of crossings in a reduced alternating link diagram is the
minimum crossing number of the link [12, 17, 24].

2.2. Braids. Consider R? as the standard Euclidean zy-plane. A braid diagram (or just a braid) on
n strands is a set D C R x [0, 1] consisting of n curves called strands of D such that the following
four conditions are met. First, each strand is a monotonic curve in the y direction. Second, every
point of {1,2,...,n} x {1} is a starting point of a unique strand and every point of {1,2,...,n} x {0}
is an end point of a unique strand. Third, every point of R x I belongs to at most two strands. A
point that belongs to two strands is called a crossing. At each crossing, one strand is identified as an
overpass and the other is as an underpass [11]. Fourth, there is at most one crossing in R x {t} for
each t € [0, 1]. Note that the second condition gives the braid diagram a downward orientation, so the
closure of a braid diagram is an oriented link diagram.

Treated as topological objects, one can speak of topological equivalence of braid diagrams, and such
equivalence relations provide the foundations for one to treat the braids as elements in the algebraic
objects called the braid groups. Not to deviate from our main task, we will only point out that a braid
group B, is a group with n — 1 generators satisfying certain relations. An element of B,, is a word of
these generators and each letter in the word corresponds to a crossing in the braid. An example of a
braid on 5 strands and its counterpart in Bs is given in Figure 2. Please refer to [11] for more details
on braid groups. In this paper we are only interested in closed braids as topological objects, not the
braids in the algebraic sense. For this reason, we will not distinguish a braid and its closure, that
is, the word braid (or a symbol of it) can either represent the braid itself or its closure. The reader
should rely on the context to determine its meaning (in many cases it really does not matter).

We define the label of a strand by the x coordinate of its starting point and we denote the corre-
sponding mapping by ¢, that is, if a strand s starts at (m, 1), then ¢(s) = m. On the other hand, the
mapping p that takes the label of a strand to the x coordinate of its ending point defines a permutation
of the labels (namely the integers from 1 to n). Denote this permutation by p(D) and write it as a
product of disjoint cycles, we have p(D) = (s11512 - - - S1ky ) (521522 - - - S2ky) - - - (S71S72 - . . S7k, ) Where s;1
is the label of the first strand in the ¢-th cycle, s;o is the label of the second strand in the i-th cycle, ...,
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and so on, 7 is the number of cycles in the permutation. Furthermore, we can re-arrange the orders
of the cycles and the numbers in each cycle so that s;; is the smallest integer in each cycle for each 1,
and s;1 < sj1 if i < j. We call this special form of p(D) the standard form. From now on, p(D) will
always be expressed in its standard form. Note that the standard form of p(D) defines a total order
among the strand labels, namely

5119812 4...<981); 9821 9822 4...989k, 1...49871<9872<9...487f,

We call this order the return order of the strands in the braid diagram D.

We call each s;1 in p(D) the pivot label within its corresponding cycle and (s;1, 1) the pivot point of
the cycle when p(D) is expressed in its standard form. Note that each cycle in p(D) corresponds to a
connected component in the closed braid diagram and we can travel through D by traveling through
each such component. We say that we travel through D naturally if we travel along the strands of D
in its return order, starting from the pivot point at each component and follow the orientation of the
braid D.

R x {1}

FIGURE 2. An example of a braid D on 5 strands that has 8 crossings. Its corresponding
word in Bs is oy 1030’5 10230105 1 and the dotted curves show how it is closed to form
a link diagram. The circled points on top are pivot points of the three components.

Example 2.2. For the braid diagram D shown in Figure 2, we have p(D) = (14)(2)(35) (in its
standard form), so its return order is 1<4<2<3<5. One can see that if we close the braid using
disjoint curves starting and ending at the points (i, 1), (¢,0) for each 1 < i < 5 (shown in Figure 2
with dotted curves), strands 1 and 4 are in the same component, strand 2 is a component by itself
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and strands 3 and 5 are in the same component. The pivot labels of these components are 1, 2 and 3
respectively.

Let ¢ be a crossing in a braid diagram D, O, be the overpassing strand at ¢ and U, be the under-
passing strand at c¢. We say that ¢ is descending if ¢(O.) <£(U.) and ascending if £(O.) > ¢(U.). If all
crossings in D are descending (ascending), then we say that D is a descending (ascending) braid dia-
gram. For example, all crossings except the circled one in Figure 2 are descending crossings. Switching
the circled crossing to a descending crossing will then results in a descending braid.

Remark 2.3. Descending (ascending) braid diagrams have the easy and well known property that
the closure of any such braid diagram is a trivial link, that is, a link topologically equivalent (ambient
isotopic) to the disjoint union of several circles contained in the same plane. Take the braid given in
Figure 2 as an example by flipping the circled crossing to make the braid descending. Using the order
1<14<2<345, we can actually move strands 1, 4, 2, 3 and 5 into planes z = 5, 4, 3, 2 and 1 respectively
so that their projections would still give the descending braid, and that this move will not change the
topology of the corresponding link (since there are no crossing changes in the process). It is then easy
to see that each component corresponding to a cycle (14), (2) or (35) is an unknot and these knots
are splittable since they are separated by planes.

2.3. The HOMFLY polynomial. Let L, L_, and Ly be oriented link diagrams that coincide
except at a small neighborhood of a crossing where the diagrams are presented as in Figure 3. We
say the crossing presented in L is of a positive sign and the crossing presented in L_ is of a negative
sign. The following result appears in [7, 8].

Proposition 2.4. There is a unique function that maps each oriented link diagram L to a two-variable
Laurent polynomial with integer coefficients P(L, z,a) such that

(1) If Ly and Lo are ambient isotopic, then P(Ly,z,a) = P(La, z,a).
(2) aP(Ly,z,a) —a *P(L_,z,a) = 2P(Lg, 2, a).
(3) If L is an unknot, then P(L,z,a) = 1.

AKX

FiGURE 3. The sign convention at a crossing of an oriented link and the splitting of
the crossing: the crossing in Ly (L_) is positive (negative) and is assigned +1 (—1) in
the calculation of the writhe of the link diagram.

The Laurent polynomial P(L, z,a) is called the HOMFLY polynomial of the oriented link L. The
second condition in the proposition is called the skein relation of the HOMFLY polynomial. With
conditions (2) and (3) above, one can easily show that if L is a trivial link with n connected components,
then P(L,z,a) = ((a —a~1)2z=1)""! (by applying these two conditions repeatedly to a simple closed
curve with n — 1 twists in its projection). For our purposes, we will actually be using the following
two equivalent forms of the skein relation:

(2.1) P(Li,z,a) = a *P(L_,za)+a '2P(Lo,2,a),
(2.2) P(L_,z,a) = a*P(Ly,z,a)—azP (Lo, z,a).
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A rooted and edge-weighted binary tree T is called a resolving tree of an oriented link diagram L
(for the HOMFLY polynomial) if the following conditions hold. First, every vertex of T corresponds
to an oriented link diagram. Second, the root vertex of T corresponds to the original link diagram L.
Third, each leaf vertex of T corresponds to a trivial link. Fourth, if we direct 7 using the directions
of the paths from the root vertex to the leaf vertices, then under this direction any internal vertex has
exactly two children vertices and the corresponding link diagrams of these three vertices are identical
except at one crossing and they are related by one of the two possible relations at that crossing as
shown in Figure 4, where the edges are weighted and the directions of the edges coincide with the
direction of T.

Remark 2.5. If L admits a resolving tree 7, then one can easily show that P(L, z,a) is a summation
in which each leaf vertex of 7 contributes exactly one term in the following way. Let I/ be the trivial
link corresponding to a leaf vertex in 7 and let @ be the unique path from the root (L) to the leaf
vertex (U). Then the contribution of the leaf vertex is simply ((a — a~1)z~1)Y@)~1 multiplied by the
weights of the edges in @, where (i) is the number of components in /. It is known (and not hard to
prove) that resolving trees exist for any given oriented link diagram L, and that they are not unique
in general. If L’ is the mirror image of L, a resolving tree for L' can be obtained from a resolving tree
of L by taking mirror images of all link diagrams in it and replacing a by a~! and z by —z in the edge
weights. It follows the well known fact that P(L, z,a) = P(L,—z,a™ ).

XX
YO

FIGURE 4. A pictorial view of how the edge weights are assigned by the skein relations
(2.1) and (2.2) to the edges connecting an internal vertex to the two vertices that it
precedes in the resolving tree.

Let A be a braid on n strands and let us define an algorithm (let us call it Algorithm D) that
operates on N as follows. If A is descending, then the algorithm does not do anything and simply
returns . If N is not descending, then it contains at least one ascending crossing. In this case, let
us travel through A naturally, until we run into the first ascending crossing ¢, which can be a positive
or a negative crossing as shown in either the left hand side or the right hand side of Figure 4. The
algorithm then returns the two corresponding braids split from the original one as shown in Figure 5,
which we will name as Ny and N (f for “flipping” the crossing and s for “smoothing” the crossing).
Notice that Ny has one less ascending crossing than A does since Ny and N are identical (including
the return order of the strands) except at the crossing c¢. But one cannot say the same for N since it
does not share the same strands (and the return order of the strands) with A/. However, N' and N
share the same strands and crossings up to crossing ¢ (which are all descending) while travel through
them naturally, and N5 has one less crossing than AN'. So if Algorithm D is repeatedly applied to a
braid and the resulting braids of this operation, then this process will end after a finite number of
repeats (in fact this number is bounded above by the number of crossings in D). It follows that we
can construct a special resolving tree 7 for D (as a link diagram) as follows. We apply Algorithm D
to D first if it is not descending, and then apply the algorithm again to the two resulting braids (if
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they are not descending), and so on, until all the leaf vertices are descending braids. The closures of
the braids involved in the process are the vertices of 7. In particular, the closures of the resulting
descending braids form the leaf vertices of T since they are all trivial links. By assigning appropriate
weights to the edges of T, one can easily verify that 7 is indeed a resolving tree of D. By the way it is
constructed, 7 is unique. In a similar fashion, we can also construct another (unique) resolving tree of
D by replacing “descending” with “ascending” in the above (the algorithm corresponding to Algorithm
D would be called Algorithm A). To distinguish the two, we will call the first the “descending tree”
and the later the “ascending tree” of D, and denote them by 7+(D) and 7'(D) respectively. An
example of a descending tree is shown in the right hand side of Figure 5.

™ (X
| <7
o

FIGURE 5. Left: Admissible circuit partitions of the braid on the top (including itself),
to be covered in Section 5; Right: The descending tree of (the closure of) the braid on
the top left (only the braids are shown). The smoothed crossings are marked by the
small circles.

Remark 2.6. For a given braid U obtained from D by flipping and smoothing some of its crossings,
there is a simple way to check whether U € F*(D) by the way 7+(D) is constructed. We travel through
U naturally. For each crossing (including the ones smoothed like the ones marked by the small circles
in Figure 5) we encounter the first time (remember that each crossing is visited twice in this process),
we check to see if it is descending in its current form in I/ if this crossing is not smoothed, and to see
if it is ascending in its original form in D if it is a smoothed crossing. If all crossings pass this check,
then U € F4(D), otherwise U ¢ F4(D).

3. THE HOMFLY POLYNOMIAL OF A BRAID

In this section, we present two formulas of the HOMFLY polynomial of a braid D based on T+(D)
and TT(D) respectively. Let A be a vertex in THD) (or T1(D)), w(N) be the writhe of N, y(N)
be the number of components in A. Note that N is obtained from D by applying Algorithm D (or
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Algorithm A) repeatedly, and in this process some crossings of D may have been smoothed. Let
t(N) be the number of smoothed crossings and t'(N') be the number of smoothed crossings that are
negative. It is trivial to note that ¢(N) is simply the difference between the number of crossings in D
and the number of crossings in N.

Lemma 3.1. IfU is a descending braid on n strands, then v(U) — w(U) = n. On the other hand, if
V is an ascending braid on n strands, then v(V) +w(V) = n.

Proof. Since U is descending, by Remark 2.3, U can be realized by such space curves that its compo-
nents are separated by planes that are parallel to the xy-plane, hence the writhe contribution of cross-
ings whose strands belong to different components is zero. Let 7 = v(U), C1, Co, ..., C; be the cycles of
p(U) and I(C;) be the length of the cycle C;j. We have } >, ;. I(Cj) = nand 3, ;. w(Cj) = w(l).
We claim that for each component C; of U, I(C;) = 1 —w(C;). For simplicity let m = I(C;) and let the
labels of the strands in C; be s1, ..., s,,, ordered by their return order in /. Without loss of generality,
assume that strand s; is in the plane z = m, strand ss is in the plane z = m — 1, ... and strand s,, is
in the plane z = 1. Furthermore, the curve connecting the ending point of s; to the starting point of
strand s;41 is bounded between the two planes z =m —i+ 1 and z =m — i for 1 < i < m. We first
observe that each strand and part of the curves connecting to its ends can be deformed to straight line
segments (within the plane that it is in), in a form as shown in the left hand side of Figure 6, where the
dotted curves have their end points on different planes parallel to the zy-plane whose z coordinates
differ by exactly one, with the exception of the dotted curve on the far left (which is between the
planes z = 1 and z = m). By Remark 2.1, this does not change the writhe. For the same reason, these
straight line segments can freely slide within the plane they reside in since there are no other curves
in that plane. See Figure 7 for one such move. In particular, nothing can preventing us from sliding
them into the position where the strands sq, ..., s;,—1 are parallel lines arranged in this order from left
to right, as shown in the right hand side of Figure 6. Since all moves are made within the planes where
these curves reside in, the writhe does not change by Remark 2.1. We see that w(C;) = —(m —1) from
the right hand side of Figure 6 since there are exactly m — 1 crossings in the projection and all of them
are negative. Thus w(lUf) = >, o;., w(Cj) = =3 1.,,(U(C)) —1) = —n+ 7, di.e., yU) —w(U) = n.
An ascending braid diagram ) is the mirror image of a descending braid diagram U. It is known that
w(U) = —w(V) and it follows that v(V) + w(V) = n. O

Proposition 3.2. Let D be a braid on n strands, F+*(D) and F'(D) be the set of leaf vertices of
THD) and T1(D) respectively, then

(3.1) P(D,z,a) = ql—n—w(D) Z (_1)t/(u)zt(u)((a2 . 1)Z—1)7(u)_1
UeF+(D)

(3.2) P(D,za) = a" 170@ 3" (L) O0)((1 - a72)p 1)
VeFT (D)

Proof. Let us consider the descending tree first. By Remark 2.5, the contribution of U € F+(D) to
P(D, z,a) is ((a —a~ ')z~ 1)"@=1 multiplied by the weights of the edges on the unique path of 7+(D)
from D to U. As shown in Figure 4, the degree of a in the weight of an edge is exactly the change of
writhe from the starting vertex of the edge (remember that it is directed from the root to the leaf) to
the ending vertex of the edge, whereas a z term in the weight of the edge indicates that the ending
vertex is obtained from the starting vertex by a crossing smoothing and a negative sign in the weight
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1 2 1 4 3
z=05
z=25 z=4 z=3
z=1 /
z=1
1 2 1] 4 3|

FIGURE 6. Left: A connected component corresponding to the cycle C; = (14352)
with its strands and the connecting curves straightened. Each strand resides in a plane
parallel to z = 0 and the equation of the plane is marked in the figure. The part of the
connecting curve attached to the strand residing in the same plane is marked by solid
lines; Right: A special re-arrangement of the strands of C; through a finite sequence of
Reidemeister moves of type II and III.

1 2 1 2
z=05
z=25
z=1
z=1
1 2 1 4|

F1GURE 7. Left: The strand with label 1 is the only strand in the top plane and can be
slid freely within the plane without causing self intersection of the link hence without
changing its link type; Right: The same strand after a sliding move.

indicates that the smoothed crossing is a negative crossing. It follows that the total contribution of U
is

(_1)t’(u)zt(u)aw(u)fw(D) ((a - afl)zfl)'y(u)fl
- (_1)t/(M)Zt(u)aw(u)—w(D)—v(U)H((a2 _ 1)2—1)“/(01)—1

_ al—n—w(D) (_1)t’(u)zt(u)((a2 o 1)Z—1)7(u)—1

by Lemma 3.1. This proves (3.1). Equation (3.2) can be proved in a similar fashion and is left to the
reader. O

Remark 3.3. Let L be a link with braid index n and D a braid representation of L where D is a
braid of n strands. Let E and e be the maximum and minimum degrees of a in P(L, z,a). The a-span
of P(L,z,a) is defined as E — e. Since v(U) < n for any U € F¥(D), formulas (3.1) and (3.2) imply
that E<1-n—w(D)+2(n—1)=n—w(D)—lande >n—1-w(D)-2(n—1) = —n—w(D)+1. It
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follows that a-span/2 + 1 < n, that is, the Morton-Frank-Williams inequality is a direct consequence
of Proposition 3.2.

4. THE BRAID INDEX OF REDUCED ALTERNATING BRAIDS

A link is splittable if there exist components of the link that lie on different sides of a topological
plane in R? and a link is non-splittable if it is not splittable [1]. A braid diagram is reduced if its
closure is a reduced link diagram. A braid diagram is alternating if its closure is an alternating link
diagram. An oriented link is a reduced alternating braid on n strands if it can be represented by a
reduced alternating braid diagram on n strands. A reduced alternating braid is an alternating link
but the converse is not true in general. Figure 8 is an example a non-splittable, reduced alternating
braid diagram. In this section, we prove that reduced alternating braids on n strands have braid index
n. This result was conjectured by one of the authors of this paper, and some partial results were
obtained by K. Hinson in [10].

Before we proceed, we note that it suffices for us to prove this result for reduced alternating braids
that are non-splittable. Since if not, say D = D1 UDoU- - -U Dy, with the D;’s being the non-splittable
components of D, we can simply apply our result to each D;. Since the braid index of a link equals
the sum of the braid indices of its non-splittable components, and a-span/2 + 1 of P(D, z,a) is the
sum of the (a-span/2+1)’s of the P(Dj, z,a)’s as one can easily check, the general result then follows.

odd gap even gap

C
%

0

FIGURE 8. A non-splittable reduced positive alternating braid

Let D be a braid diagram on n > 1 strands. Consider D as a word of generators of the braid group
B,,. Note that each crossing in the braid diagram corresponds to a letter o; or o, in the word D. In a
standard drawing of D as a braid, a crossing corresponding to o; or o; lis drawn in the space between
the vertical line x = ¢ and x = ¢+ 1 in the zy-plane. We call this space a gap. A gap is odd if 7 is odd,
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and even if ¢ is even. Thus, a crossing corresponds to o; or o; lis in an odd gap (even gap) if 7 is odd

(even). If D is non-splittable, then each gap in the braid diagram contains at least one crossing. If D is
also reduced, then each gap in the diagram contains at least two crossings. Suppose D is alternating,
the overpass (underpass) of a crossing ¢ must be the underpass (overpass) at next crossing ¢’. So if ¢
is in the same gap, ¢’ must have the same sign as ¢ and if ¢’ is in an adjacent gap, ¢’ must have the
opposite sign. Therefore, if D is alternating, all odd gaps contain crossings of the same sign and all
even gaps contain crossings of the opposite sign. If the first gap contains positive crossings, we say
the alternating braid diagram D is positive-leading and if the first gap contains negative crossings, we
say the alternating braid diagram D is negative-leading.

Lemma 4.1. Let D be a non-splittable reduced alternating braid diagram on n strands, E be the
highest degree of a in P(D, z,a) and e the lowest degree of a in P(D,z,a). Then E =n —1— w(D)
and e =1—n —w(D). It follows that a-span= 2(n — 1).

A simple application of the Morton-Frank-Williams inequality and Lemma 4.1, together with the
note in the second paragraph of this section, immediately leads to our main theorem:

Theorem 4.2. Let D be a reduced alternating braid on n strands, then the braid index of D is exactly
n.

We devote the rest of this section to the proof of Lemma 4.1.

Proof. We will consider the positive-leading alternating braid diagrams first. Bear in mind that for
a positive-leading alternating braid diagram, all the odd gaps contain only positive crossings and all
the even gaps contain only negative crossings.

Consider P(D, z,a) as a Laurent polynomial of a with coefficients in the ring of Laurent polynomials
in the variable z. By (3.1), the highest possible degree of a is n — 1 — w(D) and the only leaf vertices
U € FHD) that can make contributions to the term of P(D, z,a) with this a degree must satisfy the
condition y(U) = n. Let us consider the braid U* obtained from D by first smoothing all crossings
in the odd gaps, then smoothing all crossings in even gaps except the first one and the last one and
finally flip the sign of the last crossings in the even gaps.

Claim 1. U* € F¥(D). This is obvious by the checking method in Remark 2.6.
Claim 2. U* contributes a term of the form £z!U")—ntlgn=1-w(D) t5 P(D, 2, a).

Proof of Claim 2. By (3.1), the contribution of U* to P(D, z,a) is a'~"~®(P)(—1)¥ ¢") 2U") (42 —
1)z~ YU )=1 We have v(U*) = n and the result follows.

Claim 3. For any U € F4(D), U # U*, the contribution of U to P(D, z,a) either has its maximum
degree in the variable a less than n — 1 — w(D), or has its degree in z less than ¢(U*) — n + 1.

Proof of Claim 3. If v(U) < n then there is nothing to prove. Assuming that v(U) = n, then
the contribution of U to P(D,z,a) is a' %P (—1)! Ut (a2 — 1)2=1)"~1 50 the degree of z is
t(U) —n+1. We need to show that t(U) —n+1 < t(U*) —n+1, that is, t(U) < t(U*). Since y(U) = n,
the return order of U is 1<2«---<an. It follows that each gap contains either no crossings or at least
two crossings of D since each strand, say it has label i with starting point (i,1), has to go through
a gap an even number of times in order for it to end at the point (7,0). We claim that U contains
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the first crossing of D in each even gap in its original sign. If this is not the case, let ¢ be the first
such crossing that has been changed (so it is either smoothed or flipped in /). Assume that ¢ is in
the i-th gap (with ¢ being even). Notice that any strand with label j less than i can only cross the
i-th gap into gaps to the right of the i-th gap and must return to the point (j,0) at the end because
the return order of i is 1<2<---<n and the strands can only travel downward. It follows that the
strand entering ¢ from its right side must have label greater than i. Now consider the strand of U
that first enters ¢ as we travel through U naturally. This strand has to come from the left side of ¢ by
the above observation. But then it fails the test given in Remark 2.6 since c is descending in D and
cannot be changed in . This gives us the needed contradiction. It now follows that I/ has at least
two crossings in each even gap. If U also contains some crossings in the odd gaps, or contains more
than two crossings in some even gaps, then we already have ¢(U) < t(U*) and there is nothing left to
prove. So the only case left is the case when U contains no crossings in the odd gaps and exactly two
crossings in each even gap.

Claim 4. If Y € FY(D) and it contains no crossings in the odd gaps and exactly two crossings in
each even gap, then U = U*, that is, U* is the only element in F*¥(D) with this property.

Proof of Claim 4. By the proof of Claim 3, if U # U*, then there exists an even gap such that U
contains the first crossing of D in this gap in its original sign, and exactly one other crossing ¢ of D in
this gap which is not the last crossing in this gap. By Remark 2.6 again, the sign of ¢ in D has to be
changed to make it descending in /. But as we travel through U naturally past ¢, the first crossing
we encounter is the crossing right below c in the same gap. This crossing exists because c is not the
last one. This crossing is smoothed in U but it is a descending crossing in U, so it fails the check in
Remark 2.6 and U ¢ F4(D), contradicting to U € F¥(D).

The consequence of Claims 1 to 4 is that if we write P(D, z,a) as a Laurent polynomial of a whose
coefficients are Laurent polynomials of z, then it contains a nontrivial term of the form g(z)a"!~%(P)
and all other terms have degrees less than n — 1 — w(D), that is, E =n — 1 — w(D). To obtain e, we
will use V* € T1(D) and (3.2), where V* is obtained from D by keeping the first crossing and flipping
the last crossing in each odd gap, and smoothing all other crossings. The details are left to the reader.

Finally, if D is a non-splittable reduced negative-leading alternating braid diagram, then its mirror
image D’ is a non-splittable reduced positive-leading alternating braid diagram and we have w(D) =
—w(D’). Let E’ and €’ be the highest and lowest degrees of a in P(D’, z,a). Then by the first part of
the lemma, we have E' =n—1—w(D') and ¢ =1 —n — w(D’). Therefore by Remark 2.5 we have
E=—-¢d=—-(1-n—-w@))=n—-1-w@)ande=—-F' =—-(n—-1—w(D'))=1-n—w(D). O

5. ADMISSIBLE CIRCUIT PARTITIONS

In this section we show that the HOMFLY polynomial formation (3.1) given in Proposition 3.2
is equivalent to the expansion derived by F. Jaeger for braids in [8]. Thus our approach used to
prove Proposition 3.2 provides an alternative (and in fact shorter) proof of his expansion. Unlike
our approach (which is combinatorial in nature), Jaeger stated his formula using a concept called the
admissible circuit partitions of a braid diagram. We establish this equivalence by showing that for any
braid D, there is a bijection between the leaf vertices in the descending resolving tree 7+(D) and the
admissible circuit partitions of D, such that each leaf vertex and its corresponding admissible partition
under this bijection make the same contributions to their respective HOMFLY polynomial formulas.
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We begin with a brief review of the essential concepts introduced by F. Jaeger with some small
modification of the terminology to make the terms more consistent with our current paper. Interested
readers please refer to [8] for the details and his original terminologies.

Given a braid diagram D, a circuit partition 7 of D is a braid diagram obtained from D by smoothing
every crossing in a subset S of its crossings, while leaving the other crossings unchanged. The smoothed
crossings are denoted by small dotted circles in Figure 5. We can identify a circuit partition 7 by
the ordered pair (D, S) where D is the original braid diagram and S the set of crossings of D to be
smoothed. Two circuit partitions (D, S) and (D', S’) are defined to be equal if and only if D = D’ and
S=49".

Let ¢ be a crossing in D. If ¢ is smoothed, the upper left part of the strand entering ¢ is connected
to the lower left part of the strand exiting ¢ and the resulting curve is called a left tangence at c.
Similarly one can define the right tangence at c.

While traveling through 7 naturally, we will meet each crossing in D exactly twice (including the
crossings that have been smoothed). A smoothed crossing ¢ in 7 is said to be admissible if it has
the following property. If ¢ is a positive crossing, then the first passage at c is a left tangence, if c is
negative in D, then the first passage at ¢ is a right tangence. A circuit partition is admissible if all
the smoothed crossings in 7 are admissible. In particular, D itself is an admissible circuit partition,
in which no crossing is smoothed. We denote the set of admissible circuit partitions of D by A(D).
Then in [8] Jaeger showed that for any braid diagram D on n strands,

(5.1) P(D,za) =a "™ N~ (—1)!@ (a2 — 1)z 1)rm1
€ A(D)

where m = (D, S), t(m) is the number of crossings in S, ¢/(7) is the number of negative crossings in S
and 7(7) is the number of components in the closure of 7.

Proposition 5.1. For any braid diagram D, there exists a bijection hp : F*(D) — A(D) such that
for each U € FH(D), U and 7 = hp(U) are both obtained from D by smoothing crossings from the
same set.

Proof. Define a mapping hp from F+(D) to the set of all circuit partitions of D as follows. For any
U € FHD), let hp(U) be the circuit partition (D,S) where S is the set of crossings in D that are
smoothed in the process of obtaining &. We claim that hp is a bijection between F+(D) and A(D).

We proceed by induction on k, the number of vertices in the descending tree 7+(D). If k = 1, then
the tree consists of only the root vertex, that is, D is descending. So hp(D) = (D,0) = D € A(D).
Assume that there is an admissible circuit partition 7 # D, and let ¢ be the first crossing encountered
as we travel through 7 naturally. Up to the crossing c, traveling through 7 naturally is the same as
traveling through D naturally since nothing has been changed up to that point. Since ¢ is descending,
the first strand entering c is the top strand at ¢, and smoothing ¢ results in a right tangence if ¢ is
positive and in a left tangence if ¢ is negative. This contradicts the definition of an admissible circuit
partition. Thus the only admissible circuit partition of D is itself. So hp is a bijection.

Assume that the statement is true for all D whose descending tree has at most k(> 1) vertices and
let D be such that 7+(D) has at most k+ 1 vertices. Since k+1 > 2, D contains at least one ascending
crossing. Let ¢ be the first ascending crossing of D encountered when we travel through D naturally.
All crossings preceding ¢ in the return order being descending, they are not switched or smoothed in
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any vertex (braid) of 7+(D). Let Dy and D; be the children of the root vertex of 7+(D), which are
obtained by flipping and smoothing c respectively. The descendants of Dy and Dy respectively form
the rooted trees T+(Dy) and T+(D;s) respectively. The set of leaves F+(D) is the union of the sets
FH(Dy) and FH(D;). Note that this union is disjoint, since c is not smoothed in elements of F*+(Dy)
but is smoothed in elements of F+(Ds). Using an argument similar to the one used in the case k = 1,
we see that for every admissible circuit partition © = (D, S) € A(D), S does not contain any crossing
preceding ¢ when we travel along the strands of D naturally Thus each (D, S) € A(D) can be identified
with (Dy, S) € A(Dy) if ¢ ¢ S, and with (D, S\{c}) € A(Ds) ifc € S. Let y: A(Dy)UA(D;) — A(D)
be the inverse of this identifying map (which is a bijection, of course). Since Dy and D; are the children
of the root vertex of THD), TH(Dy) and T+(Ds) both have at least one less vertex than 7+(D) does.
By the induction hypothesis, hp, and hp, are bijections that map F+(Dy) to A(Dy) and F¥(Dy) to
A(Ds) respectively. It follows that the mapping hp,up, : FHDy)UFHDs) — A(Dy) UA(D;s) defined
by hp,up,(7) = hp,(r) if m € FX(Dy) and hp,up,(7) = hp,(x) if 7 € F*(D;) is a bijection. Since
hp = jo hp,up,, hp is a bijection between FH(D) and A(D). This concludes our proof. O

Example 5.2. For the descending tree represented in Figure 5, the admissible circuit partitions
corresponding to the leaf vertices are depicted on the left hand side of the picture. For each leaf the
corresponding admissible circuit partition is at the same level. Note that for each corresponding pair
the same crossings of the braid at the root are smoothed.

The bijection introduced in Proposition 5.1 has the property that U € F*(D) and hp(U) are
identical except the signs at some crossings. Hence we have v(U) = y(hp(U)), t(U) = t(hp(U)) and
t'(U) =t'(hp(U)). This leads to the following result.

Corollary 5.3. F. Jaeger’s expansion of the HOMFLY polynomial (5.1) [8, Proposition 3] is an
immediate consequence of (3.1).

As a final note to this section, we point out that if we change the definition of admissible circuit
partition by defining a smoothed crossing ¢ in m to be admissible if the first passage at c is a left
tangence when c is negative, and the first passage at ¢ is a right tangence if ¢ is positive, then we can
use (3.2) to show that F. Jaeger’s expansion of the HOMFLY polynomial (5.1) becomes

(5.2) P(D,z,a) = g 1-w(D) Z (—1)t/(”)zt(”)((1 - a*Q)zfl)V(“)*l
TeA*(D)

where A*(D) is the set of admissible circuit partitions under this new definition.
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